neuroVIISAS



- _aneuroVIISAS




Table of Contents

O [ gL oo (01T o o H PSP SPPPTTRN 1
L PUIDOSE .ttt 1

2. DEPENUENCIES ...ttt ettt ettt ettt ettt 1

3. Software export, import and INEErACHION ..........uuiiiiiiii e 2

A, FUINEI MELEMTAL ...ttt et e et e et e e e e s 2

A N0 = 1 = o) o PSPPSR SPPPTRR 3
L WINOOWS 32 BT ...ttt e et e et e e et e e e e e e e e ne s 3

2. WINAOWS B4 Bl ...ttt ettt ettt e e et e et et e e e e et e e e eeta e eeees 3

3 LINUX 32 Bt ittt 3

A, LINUX B4 Bt oottt ettt e e e e e e a e aee 3

B UPOBLES ...ttt et as 3

B. LINUX TEIVELIVES ...ttt e et e et e e et et eeeeaa s 3

7. vtk compilation fOr @ LINUX OS ......cooiuuiiiiiiiiieiiii ettt e et e e e e e eeees 4

3. PrOJECES @M DIBIA ...cevtu ettt ettt ettt a et e e e e e e era e aeee 5
L MAIN WINGOW ..ttt ettt e et e et et et r et et e et et e e ennans 5

2. A NEUFOVITSAS PIOJECT ..evtieeeiii ettt ettt ettt e e et e et et e e e eeb e e e enta e eeenes 9

3. Controlling the NIErarChy .........oouu oo 11

4. Exchange of data DEtWEEN PrOJECES ......c.uuuiiiii e 24

B REIBIIONS ...ttt et eaaas 24

B. ATIITDULES ...ttt ettt et 25

7. ATITDULE TADIES ... ettt e e e e 26

8. PrOJECE SEALISICS ... eieieie ettt et 28

9. CONMECTIONS ...ttt ettt ettt ettt ettt e et e ettt e et e et s e et e eb e et e e e et enb e e e enanns 30

9.1. Removal of connections which were imported before .............coooiiiiiiiii e, 52

10. Export a whole neuroVIISAS project to a MySQL database ..........cc.uuvveeiiiiiieiiiiiieciieeecein 53

11. Mapping in astack Of @las IMABOES .......ccveuriiiiiii e 54

12, EXPOITING IMAOES ... eevineeieti ettt e et e et e ettt e ettt e e ettt e e e et e e e et et e e e et bt eeeebb e e e ennaes 58

13. Mapping in a stack of contours and atlaS IMagES .........c.uuuiiiiiiiiieiii e 59

14, IMPOITING NITTH GBEA ... eeeeei ettt e e e et e e e s 60

15. IMPOrting VIrtUal SHHOES ....coeeeieiie et e e 63

16. Mapping in a stack of histologiCal IMAGES .........ccovuiiiiii e 65

17. Defining @ COOTdiNAE SYSLEIM ....c..uiiiiiii et e e 67

4. Navigation in ontologies and hierarchical region selection for connectivity analysis............ccceeveevennnnn. 74
1. SEArCHING FEOIONS ...eitieeeiit ettt ettt ettt e ettt e e et et e e et b e e et et e e et ab e e e e nea s 74

2. Searching regions by Stereotaxic COOrINGLES ...........oceiuruuieeiiiii et e e 75

3. Comparing histology with synchronized atlas images ...........oovvviiiiiiiiiiiie e 76

4. SAQIttAl NAVIGALION ...eeeti ettt e e et e e e et et e s 77

5. High resolution NAVIGAITON ...........iiiiitieeeiii ettt ettt e e e e e e e et e e e e et e e eenbnaeaees 78

6. Navigation in orthogonal SHICES ........iiiiiiiiiii e 79

5. Visualization of regions and CONNECLIONS ..........couutuieiiiiiieeeiie ettt e e 81
T = 070 (< 11 o PP TSPPPTTRN 81

2. ESimating region VOIUMIES .......iiiiieiiii ettt ettt e e et e et e e 87

3. 3D-VisualiZation OF FEOIONS ......uuuiiiiit ettt ettt ettt e e et e e ettt e e et e nt e e eere e eeens 87

6. Connectivity Visualization and @NBIYSIS .........uuiiiiiieei e 91
1. Tract tracing and atlas based visualization Of CONNECLIONS ............oveviviiiiiiiiii e 91

2. Tract tracing and 3D based visualization Of CONNECLIONS .........c.uuieiiiiiiieiiie e 97

3. Source-target based atlas and 3D visualization of CONNECLIONS ...........ocvvuiiiiiiiiiiiii e, 98

7. CONNECHIVITY GNAIYSIS .. oevuieiiiti ettt et ettt ettt e e ettt e e et et e e e e et reeeeateneeeentnaaeeenes 101
1. Region Salection Of @ NELWOTK ........oiiiieieii et 101

2. The 80JBCENCY MELIIX ...ttt ettt ettt et e e e e na e e enaans 108

3. Further filtering and analysis options of the adjacency MatrixX ...........ccoocveviinieiiiiinneiiiineeeeiee, 115

3.1. DElEting SEVEral FEOIONS .. .covtueeiiiti i ee ettt e ettt ettt e e et e e e e et e e et et eeeeet e e eenbn e eeens 117

3.2. Selection and filtering of regions within the adjacency matrix ............occoeivveiiiiinieiinnnnnn. 118

3.3. Selection of >1000 regions needs huge matrices: how to save random access memory ....... 119

3.4. Interactive threshold dependent top-town assembling of regions ............coeeeevvivieviiineeees 120




4. Navigation in matrices

4.1. Interplay of filtering, direct-indirect edge configuration and types of matrices................... 130

5. Visualizations of the adjacenCy MatriX ..........cceeeuiiiiiieiiii e e e e e e e 131
6. Planar graph VIiSUaliZEHIONS ..........ccuuiiiiiiiii e e e e e e e e 135
7. Circular connectivity visualization using the Circostable Viewer ............cccoooviiiiiiiiiiiieiiecis 139
8. The table hierarchy of the adjacency MatriX ...........ooeiiiiiiiiiiii e 142
9. Adjacency matrix based degree StaliSlCS ...uuivun i 143
10. RECIPIOCILY MELIIX ..eiitniiieiii e et e e e e e et e e e e et e e e e e et e e et e e et e e eaa e e s tn e eaaneean e eetnaeanaanes 144
T B 1 = (0T 1 = 1 PP 144
12, EXtended diStaNCE MELIIX ...eevereeeeieiiee e e et e et e et e e et e e et e e e et e e e e et e e e e et e e e e eran s 145
13. CommUNICADITITY MBETIX 1.vuiieiiieiii e e e e e e e e et e e e e et e e et e e e tt e eeaaneeaenaes 146
14. Generalized Topological Overlapping Measure (GTOM) ......c.uivviiiiiiiieiii e e e 147
15. Joint degree distribBULION ..........uniiiiii e 148
16. Connectivity matching index of INAEgrEES .........vviiiiii i e 149
17. Connectivity matching index of OULAEgIEES .........covuviiiii i e 150
18. Connectivity matching index of indegrees and OUtdegreesS ..........ovevvieiiiiiiiii e, 151
19. Comparison of hierarchies (differential hierarchical connectome analysis) .........ccoecvvveviineennn.n. 151
20. Filtering features of CONNECLIONS (BAGES) .....cvvviiiii i e 155
21. Extracting a virus connections from a CONNECtOME PrOJECE .......uvevvvniiineeiiiieeiieeei e e e eeenns 158
22, Filtering of fiXed FEQIONS .....ciii e e e e e e e e e e e et e aan s 162
23. Randomization models and global network parameters ...........covviviii i 168
O (o 1=l o g =Pt 177
25, MO BNBIYSIS c.vniiii it e e 178
ST o oz B 0= - 111 = (= N 182
27. K-COres and S-COreS @NAlYSIS ..uuciuuuieiieeiiie et e e et e e e e et e e e e e et e e e e e et s e et eean e eateeaanaeernaes 195
28. VUINErability @NalYSIS ..uuiieiiii i e e e e 197
29. Rich-club coefficient (Rich club phenomenon) ..........c..oviiii i 199
30. Visualization of 10Cal PAraMELErS .......ccuueii i e e e e e e e e e eaas 203
31. Principal component analysis of 1ocal Parameters .........couoveiiiiiiiii e 204
32. Metric MUltidimensional SCAIING ........ciuuieiiiiie e e e e e e e e e eeaes 208
33. Hierarchical ClUStEr analySiS ..........iiiiiiiiiiiii e 209
34. Diagrams 0Of 10Cal PAramMELErS .......iivuuiii et e e e e e e e a e 217
35. PalWay @NalYSIS ... ieiiiiiii e e a e e r e 218
36. PrOJECE ANAIYSIS ..ovuiiiiiiciii et e e e e e e e aaaae 224
SIS ] 18 = o] LTSRN 227
1. Graphical user interface for SIMUIAtiONS ............ooiuiiiiiii e 228
2. Loading a stored SIMUIBHION ..........iiiiiieii e e e e e e e e e e e e e e et eeaaeees 238
3. AdjuSting NEUION MOEIS .......iiiiiii e e e e e e e e et eeaa s 240
4. Visualization of SIMUIALTION FESUITS ....ceeuuiieiiiii e e e 242
5. Building micraocircuits with the multicompartment model of NEST ...........ccooooiiiiiiiiiiinecineeeen, 244
6. Using the topology module Of NEST ......cooniiii e 252
9. Directory Structure and fIlES .......iiie e e 258




List of Figures

3.1. The customizable window for defining NEW rEQIONS. ..........viiiiiiii e 7
3.2. The mouse pointer has clicked just before the "m" of medial indicated by a vertical bar. ....................... 8
3.3. Marking of the part shat should be rearranged. ...........oooiiiiiiiiii e 8
3.4. Opening of the "Add rearranged alias NAME" OPLION. .......uuiiiiiiieiiii e 9
3.5. The new aias name has Deen generated. ...........ooveuui i 9
3.6. The modality tree of @ NEUrOVIISAS PrOJECE. ......uieiiiiiieiiii e 10
3.7. Variant tree of the hypothalamuS. ...............uiiiiiii e 11
3.8. Overview of the main windows with the rat organism hierarchy in the left part of the window. ............. 12
3.9. Detail from the last figure to show the structure of ahierarchy. ................oiiii s 13
3.10. IMBGE NBVIGEIOT DEF. .. ..eeeeiiee ettt e et e e et e e e 14
3.11. Tool tip Of the NOAE "REL". ... .ot ettt e e e e eenas 15
3.12. Menu for hierarchy OPEIEIIONS. ........cieeiei ettt ettt ettt et e e e nae e e enees 16
3.13. The dialog for defining & NEW NOTE. ........coieuuiieiiiii e e e e 17
3.14. Selection of a reference which have used the newly defined term. ........ccoooieiiiiiiiiic e, 17
3.15. The "Create multiple SUDregionS" MENU. ..........uiiiiiiii e e e 18
3.16. 6 newly generated cortical layers have been generated on the left side (as shown here) and on the

L0 A T (PSPPSR UPPPTNN 19
3.17. 2 double names have Deen fOUNG. ............o i e 20
3.18. MEQING OF FEOIONS. ...vuueiieitn ettt ettt ettt e et et ettt et et r e et et e et e e e e et e et e et e et aeeenaaaeeenees 21
3.19. The settings dialog of the hierarchy [ayOUL. ...........ccouuiiiiiiiii e 22
3.20. Diaog for iterative changes of terms and special functions to interchange settings and featuresin

DEIWEEN NOOES. ..ot ettt e et e e et e e e e e e 23
3.21. The "brainregion tab" allows to define and edit basic features of aregion in the hierarchy. ................. 23
3.22. Definition of relations that can be used to establish an ontology. .........cccuvviiiiiiiiiiiiii e 25
3.23. Assignment Of attriDULES TO FEJIONS. .....vuuieiiiii ettt eeeaes 26
3.24. Attribute tables can be defined using the table generator. ............ooocvviiiiiiiii i 27
3.25. Some features of region are have been added to a subtable of the table pandl. ..............ccoiiiiiiinnn. 28
3.26. Upper part of the project StatistiCS tale. ........oveeieiiieii e 29
3.27. Lower part of the project StatisticS table. ........ooeueiiiiii e 30
3.28. The "Edit CONNECLIONS WINGOW™. ...... . iiiiti ettt et e et e e et e e et e e e e et e e eentaneeeens 31

3.29. The connection specific data are shown in the "Experiment tab". Here, 9 experiments (two of
the same report) describe the same connection from the CPu to SNC. Krzywkowski:1999 used WGA-
ApoHRP as aretrograde (r) tracer and reported and projection strength, respectively, weight of 3, ipsilat-

< PSP PUPPPTTR 33
3.30. Table for interactive tracer ClassifiCaliON. ..............iiiiiiii e 34
3.31. Advanced tools to adminiStrale CONNECLIONS. ........cceutueeiiiti et e et e e e e e e e e e e eene e eeee 35
3.32. List of connections that were read out of publication. Bibtex keys that can not be found in the bibtex

reference list of the project are INAICAIEM. ...........ouuuiiiiiiii e 35
3.33. Connectivity table with header row in a spreadsheet Program. ...........oceeeviieiiiiinneieii e 36
3.34. Structure of connectivity text file that is intended to be imported in the "Edit connections' window. ..... 38

3.35. Regions are added to the search history (upper left) after search (upper right; first hit of searchis
copied to the search history list) and directly switch to another application (lower left) or after navigating
through the hierarchy of regions or generating a new region (lower right) and directly switch to another

=Tl o] [ Tor= (L] o KPP PP UPPPTNN 39
3.36. Coding of connectivity as used in the following fiQUIe. ..........coiiiiiiiiiiii e 40
3.37. The rows of this coding table refer to the previous figure. ... 41
3.38. Tahle NEAES PrEVIEIN. ..o e ettt e et e e e 41
3.39. After selecting the delimiter of a csv table columns can be assigned to neuroVIISASvalues. .............. 42
3.40. The "Import relations table" is used to assign columns of the csv-file to data field of aneuroVIISAS

S0 ot B {1 PP PP UPPPT 43
3.41. A compatible list of references linked by Bibtex-keys with connectionsin aneuroV1ISAS project. ....... 44
3.42. The connectivity matrix that is converted into a connectivity table by the saveAdjMatrixToCSV

L8]0 Tot (o o PP PU PP PPPPTTR 45
343, The NAMES.CIV TIlE. .ottt et e e e e e e eneans 46
3.44. The csv file that can be imported by NEUrOVIISAS. .....oeiiii e 47




Eéiﬁis‘;"s H
neuroVIISAS

3.45. Original format of the C. elegans NEUroN CONNECLIONS. ...........eeiuuieiiiieiiiiee e e e e e e eees 48
3.46. The tabulator separated connection file without header of C. €legans. ..........ccooeviiiiiii i, 49
3.47. C. elegans neuron connectivity represented in the adjacency matriX. .......ccocoeveiiiiiiiieein e, 49
3.48. The whole adjacency matrix of C. El@QanS. .........ccuuiiiiiieiiii e e 50
3.49. Connections of the cat cerebral cortex with colour coded weights. ............ccoovviiiiiiiiiiie e, 50
3.50. The adjacency matrix of 503 brain regions of the rat brain from BAMS2. .........ccccoiviiiiiiiiii e, 51
3.51. Choose file window for the import of UMCD-UCLA fil€S. ......oiiiiiiiiiiii e 52
3.52. The imported connectivity matrix of UCLA_ICBM_1004 DTI (Network Name of UMCD

LU S 52
3.53. A region in an atlas image which is outlined by a user defined closed contour. ............c.ccceevevvneennnnn. 55
3.54. Thetwo regions M1 and M2. M2 consists in this stage of one polygon within this section. ................. 55
3.55. Now the single polygon of M2 is splitted into two POlYgONS. .......ccovuiiiiiiiiiiecie e, 56
3.56. Now the two polygons of M2 are joint at one point of the polygons. ..........ccocvviiviiiiieiiiecii e, 57
3.57. The modified New pPolygon Of IM2. .......iiii e e e e e e e een 57
3.58. Coordinate, grid and crosshair display in combination with opacity. ...........ccoeeeviieiiieiiin e 58
3.59. Exported atlasimage as apng-image fille. .........iiiiiiiii i 59
3.60. Available contours within the import dialogue. ...........cccouniiiiiiii e 60
3.61. The NifTi viewer with three plane Navigation. ...........couiiiiiiiiiiii e 60
3.62. A MRI modality of the the Waxholm data. .............cc.oeiiiiiiiiiiii e 61
3.63. Assignment window with a selected labeled image. By clicking onto agray level coded region the
corresponding row iS highlighted. ..........oiiriii i e e e e eaas 61
3.64. List of terms for "Caudate PULAM". ..........iiiii e e e e e e e e e e e e e e e aeas 62
3.65. Now the shortname and brainregion information have been assigned. ............cccoooviieiii e, 62

3.66. 3D-visualization after rendering the contours of the Waxholm data. The inner ear with cochlear and
semicircular ducts can be seen also yb using arélative large "Number of subdivisions' of 7 for the march-

ING CUDE COMPULALION. ...ivttiii it e et e e e e e e e e e e e et e e e e e et e e et e e et e e e at e e et e e st e e s tn e ean e esteeetneeennnas 63
3.67. A virtual dlide from the ZeiSS MiraX SCANNEL. ........uiiiiiiiiieeiii e 63
3.68. In the magnified view medium spiny cells within the caudateputamen are clearly visible. ................... 64
3.69. DElINEALION OF @ FEION. ...iiiiiiii et e e e e e e e e e e et e e e e e et e e st e e et e eaa e eateeenneaeenaes 66
3.70. Defining a quadrangulation Of @ FEJION. ........iiiiieii e e e e e e e e e e e et e et e ea e eaeans 66
3.71. Mean gray values of the quadrangulated region. ............oiiiiiiiiiii e 67
3.72. The color of scale was set to green. Below, the interface for basic settings of the coordinate system

1S3 0701 o TSP 68
3.73. The possihilities of mirroring images together with their contours and hierarchy. ..............ccooeceun. 68
3.74. The dialog to assign a "neuroanatomic” axis to an image VOlUME aXiS. .......cevvvevriieeiiieeiineeeieeeineeenn, 69
3.75. Selecting an axis (SAGR) that should be assigned. ..........ccooiiiiiiiii e, 69
3.76. All available axes were assigned t0 IMage VOIUME @XES. ......uuvvunieiiiieiiiieeii e e e e e e et e e e eenns 70
3.77. Defining the X-axis as @ SAIittal @XiS. .....iiiuuieiii i e 70
3.78. DV-Interaural axiS defiNitiON. .........iiiiiiiiiiiii e e e e e e e aae 70
3.79. DV-Dura axiS AefiNITION. ... .cccuveiiiiiiiiee e e e e e et e e et a e a e 71
3.80. AP-INnteraural defiNitiON. ........iiiii et aaaa 71
3.81. AP-Bregma axiS AefiNiTiON. .......co.uiiiiiiiiii e e e e e e e e e e e e e e e e e e e e e e e raa e ee 71
3.82. Activation of features of axes for VISUBIIZaLION. .........coveuuiiiiiiiiin e 72
3.83. Mouse pointer coordinates with regard to the defined axes and axes display at the image borders. ........ 72
4.1. The table of search results after search "nigra compact” in the "Name" field. ............ccooeeiiiiiii, 74
4.2. The abbreviation of the region of the first row "SNCD" is automatically copied to the temporary

o 5 = PP 75
4.3. The found region is marked by athickened contour. All other contours have been unselected (right

MOUSE ClICK ON NIEIArCRY). .ouuiii e e e e e e et e e et e et e e et e eaaneees 75
4.4. The found stereotaxic coordinate is highlighted by a circle in the right medial forebrain bundle (mfb).

The coordinate display in the upper |eft corner indicates the current mouse pointer position. ...................... 76
4.5. Assignment of 4224 (5 um thick) histological images to 161 (140 um thick) atlasimages. ................... 77
4.6. The histological AP-BREG coordinate is -6.2672 and the atlas coordinate -6.72. ..............ccooeevvneennnnn. 77
4.7. The histological section 2524 and the estimated location in the sagittal atlas view of therat brain atlas

Of Paxinos and WatSON (2007). ....cuuueiuueiiiieei e et e e e e et e e r e e e e e e e et e e et e e et e e e et e e et e e et e e e e ranaeeaen 78
4.8. The raw image window offers some further options by clicking on "View" and "Settings’'. .................. 78
4.9. Higher resolution of reticular and compact parts of the left substantianigra. .............ccooeeiiiiiiiieinn, 79
4.10. The "Orthogonal VIEWS" WINGOW. .......ciiuniiiiieiiie e e e e e e e e e e e e e et e et e e aaeeaens 79

Vi



Eéiﬁis‘;"s H
neuroVIISAS

4.11. Subwindows and sizes of views can be defined independently. The crosshair is located within the

substantia nigra compact part. The display of coordinate axes have been defined for each view. .................. 80
5.1. Thedialog "Options for surface calculation” show typical parameters for rendering the rat brain at-
PP 81
5.2. A fine rendering of the [eft primary MOtOr COMEX. ....c.uiiiiiiiiiiieii e e 82
5.3. A coarser rendering with strong smoothing of the same region as shown in the last figure. ................... 83
5.4. Delauney rendering using an  of 10% of the primary motor COrtex. ............cccveiiiiiiiiiiiiiiciicc, 84
5.5. Layer wise Delauney rendering using an  of 10% of the primary motor Cortex. .............cccooveeiinnnnnn, 85
5.6. The contour inconsistency detected, e.g., contours of the Rubrospinal_tract L lying partly outside the
"Central_nervous_system_L (sometimes only one pixel apart) or has contour gaps in between images. ......... 86
5.7. Check marking "Summarize surface from subregions" allow to estimate contours. .................c.ceeeeen... 86
5.8. The surfaces of left and right thalamus and the transparent surface of the right pars cranidis. ............... 87
5.9. The subnuclel of the left thalamus and the surface of the right thalamus. ..., 87
5.10. The 3D-view of the regions that were selected by check marking in the hierarchy. ........................ 88
5.11. The 3D menu and the 3D view after pressing the "Top" button. ............ccooeiii i 89
5.12. Labels (region abbreviations) can be changed with regard to size and position. Pointing on the | eft

AGI provides the information shown in the window below. ............ccooiiiiiiiiii e, 89
5.13. The corresponding 2D-section is visualized in the 3D-Window. ...........cccciveiiiiiiiiiiciee e, 90
6.1. The connectivity visualization window with aleft table and right filter administration part. .................. 91
6.2. The "Create filter" MENU. .....iiieii et e e e et e e e e e e e eaen s 92
6.3. The publiCation tAhIE. ........coouiii i e e e e e e e 93
6.4. Applying logical operators to publication filtering. .........cccoiiiiiiiiiii e, 94
6.5. The connection table after applying the filter in the fourth row of thefilter list. .............coooeiiiin, 94
6.6. The atlas view: On the |eft ascrollable list of atlas thumb images with their corresponding plate num-

ber and on the right the customizable visualization window iS Shown. ...........cccoooiiiiiiiiiin i, 95
6.7. The connectivity visualization in atlas images after setting 3 image columns, difference button, "Sync

(VA L= T A= oo Io (o 1Y 0 o T oo 95
6.8. The settings of the coordinate system for all synchronized View ports. .......c.ccoeveviiiieiiieiiiiecie e, 96
6.9. The connection map of sources and targetsin atlas plate number 43. ..........cooeiiiiiiiiiiicin e, 96
6.10. The tooltip of the right anterior cortical amygdaloid NUCIEUS regioN. .........cccevveiiiiiiiiiieiiecee e, 97
6.11. The 3D-visualization of the same connections asfiltered in the exampleinsection 1. ..................... 97
6.12. The "Create filter" menu allows to select sources for connection filtering. .........cc.cceveiiiiiiincnne, 98
6.13. The source regions which contain "SNC" in their abbreviations, .............cccoooiiiiiiiiii e, 98
6.14. Sorting and SElECtiNG Of SNC. ... iiiuiiiiiiiie e e e e e e e e e e et e e e e aaa 99
6.15. The marked regions of the search result are transferred to the "Selected regions” list for filtering. ......... 99
6.16. The source region filter is applied by clicking on it (highlighting in blue). .............cccooeiiiiiii, 100
7.1. The "Advanced connectivity analysiS' main WiNAOW. ..........couuiiiiiiiiiiiieiiie e e e 101
7.2. A right mouse click in the "Triangle hierarchy" windows opens the navigation menu. ....................... 102
7.3. The left basal ganglia node is added t0 the NEtWOrK. ...........cooiiiiiiiii e 102
7.4. The selected regions of the basal ganglia of the |eft and right hemisphere at arelative coarse level of

== o 1o A (1Y I TP 103
7.5. Somatosensory barrel cortex with all input and OULPUL TEJIONS. ........ccvuiiiiiieiii e e 104
7.6. The "File" menu with the "Apply node selection to project hierarchy" selection. ..............cccoocvvveennnn. 104
7.7. All regions are selected that has been selected in the triangle view of the hierarchy. .......................... 105
7.8. Deleting NON SEIECIEA FEOIONS. ...ivvuiiii i e e e e e e e e e e e e e e et e et e e et e e et e eaneeeaneeeen 105
7.9. Only selected regions remain after deleting the non selected regions. ........cocovveviiiiiiiiciiieciieeees 106
7.10. The menu offers options for data documentation and EXPOIt. ..........coceevieeiiiieiiiieeiie e, 106
7.11. The "Edge count" matrix after defining a color sScheme. .............cooovviiiii i, 107
750 PSP 107
7.13. Tooltip information of the right parafascicular thalamic nucleus and the left caudate putamen com-

0] = 107
7.14. The "Settings" menu of the matrix by clicking on the dark gray button on the upper right corner of

the "AdJACENCY MaALTiX" VIEW. .uuiiiii e e et e e e e e e e e e e et e e et e e et e e eat e eaaneeennaaes 108
7.15. The binary adjaCenCy MBEIIX. ......oeeuuieiiieeii e e e e e e e e e e e e e e e e e e et e e et e e et e etn e eaaneeanneeenns 109
7.16. This binary adjacency matrix should be sparser because connection of superregions are not consid-

<= o 109
7.17. Number of reports of the CONNECLIONS. ..........iiiiiiii e e 110
7.18. Average WeIght Of CONNECLIONS. .......uuiiiii e e e e e e e e e e e et e e e e e e e e st e e eanaeeaneees 110

vii



Eéiﬁis‘;"s H
neuroVIISAS

7.19. A relative large standard deviation of connection weightsis found between the left ventromedial

thalamic nucleus and the left primary MOotOr COMEX. .........iiiiiiiiiiiiii e e 111
7.20. The representation of discrepancies of CONNECION FEPOIS. ........cvvvieiiiieiiiee e e 111
7.21. Types of tract tracing and COMDINGLIONS. ...........oiiiiiiiii e e 112
7.22. 12 classes of types of WEIGhLS @re SNHOWN. .......oiiiniiii e e e e aa e 112
7.23. Display of the values of weights within the adjacency matriX. ...........ccooeeiiiiiiiiiiiin e, 113
7.24. The selection of the validity or reliability analysis and the related reliability weights. ...................... 114
7.25. Additional information Of MELMICES. ......iiiiieiiiiiiis e e b e e eaanns 115
7.26. Row statistics of the adjaCenCy MELTIX. ......couuuiiiiiiiiii e e e e e e e e e 115
7.27. Dashed arrows are indicating connections between NOAES. ...........coeviviiiiiiiiiieiii e 116
7.28. Reciprocal connections with poSitive WEIGLS. ........couuiiiiiiiiiie e 117
7.29. Selecting several regionsin order t0 remoVE thEM ........uiiiiiiiii e 118
7.30. The black and yellow dashed line rectangle indicates the selected regions. ...........ccccceeeviiieiiineennnnn. 118
7.31. Applying the selection to the hierarchy. ..........o.oiiiii i 119
7.32. The "Save memory mode" switches off the matrix Computations. ...........ccoeevviieiiiieiiiiecie e, 120
7.33. Selection of the region Pars CranialiS. .........ccvuuiiiiiiiiiiiei e e e eaans 121
7.34. The Basolateral amygdaloid nucleus has been added. ............ccooiiiiiiiiii i 121
7.35. Result after "Restore removed childs' from the Pars cranialis region have been performed. ............... 122
7.36. After restoring two times child regions from superregions and new settings of the adjacency matrix

menu the RET (Retina) region shows only few inputs and outputs and no connectionto BL. .................... 122
7.37. ResUlt after remOVING RET . ..ot e e e e e e e e e e e e e et e et e e aaeeeeas 123
7.38. All restored Child FEJIONS. ........ciiuiiiiii it e e e e e e e e e e e e aanees 123
7.39. After input and output filtering the adjacency matrix is condensed. ...........ccooevviveiiiieiiiiieiiieecieee, 124
7.40. A final addition of regions which are densely connected to the regions already selected. .................. 124
7.41. Settings Window for configuring the matrix Window. ...........ccoieiiiiiiiiiicii e 125
7.42. Threshold based SEIECtion Of TEQIONS. ........uuiiiiiiii e 126
7.43. Preselection of aregion at an upper level of the hierarchy likethepons. ..........ccoccoviiiiiiiinnne, 126
7.44. Then al regions with contours under pons have been automatically selected. These regions can be

AireCtly VISUBIIZEA IN 3D ..uuiiiiiiiii e e e e e e e e e e e e aaa 127
7.45. A ROI in the adjacency matrix with the T-test statisticS WiNdOW. ........ccccvvviiiiiiiiiiiiiiecieeee e, 128
7.46. A red, green and blue rectanlel marker have been added to the adjacency matrix. ...........ccoceeeeeennnnns 128
7.47. Selected regions are highlighted in parallel in all three views. In this case the lateral habenular nucle-

US [Eft hasS DEEN SEIECIE. ... e e et e e et 129
7.48. A cross of violet bars indicates the connection betweenthe CPu_ L and MGP L. .......cccccvviviniinnnnins 129
7.49. Highlighting a group of subregions by selecting a SUPEIregion. ...........ccoeveuveeiiiieeiieeiiiiece e eeenn 130

7.50. The settings menu for matrices (left), the settings menu for graph analyses (upper right) and the "Fil-
ter for direct edges menu" which appears following pressing the left filter button symbol at the upper right

corner Of the MALMIX WINGOW. ......iiiiiiiiei et e et e e r e et a e e e et e e e eabe e e eeannns 131
8 Ot (o T T = o 132
7.52. After moving the mouse pointer over acircle atooltip will be opened. A double click will show

pathways to target Nodes as dashed [INES. .......covuiiii i e 133
7.53. Magnification if aregion shown in the previous figure. Short name are displayed now. .................... 134
7.54. Visualizing the adjacency matrix in 3D with a specific connection layout. ..............cccoeeviiieiiineeennn.. 135
7.55. A planar graph visualization (right window) of the adjacency matrix of an unilateral basalganglia

region selection (in the [Eft WINAOW). ........iiiiiii e e e e 135
7.56. The region of the right hemispheres are located in the upper part of thegraph. ..............ccoooeiiinni. 136
7.57. Barrel field A1 with thalamic input, intrinsic connectivity down to the cellular level and connectivity

to the adjacent Darrel fIEld A2, ...oove i e 136
7.58. The incremental hierarchic layout with some further option was used to visualize the unilateral basal

o= 10 1T 101 1Y o PPN 137
7.59. Symmetric visualization of left and right hemispheric regions. ...........cccoevvii i 137
7.60. Symmetric and stacked visualization of layered and non-layered regions. .............ccooeeviiveviineeinnennnn. 138
7.61. Symmetry, hierarchy and color coded visualization of the number of connections in between subre-

gions of branches of the hierarChy. ... 138
7.62. The menu tabs for layout and visualization of the graphview window. ..............ccooveviiiiiiiiiineeennnn, 139
7.63. Color option (the color of regions; not the color of connections) and the order of regions aswell as

regions names can be configured before the csv-table will be generated. ..........coooeviiiiiiiiiiiince, 140
7.64. "Row with col order" and "row with col colors' must be checkmarked! ...............cocoeiiiiiiiinniinnnnn. 140

viii



Eéiﬁis‘;"s H
neuroVIISAS

7.65. The circos layout of the bilateral basalganglia CONNECLOME. .........cc.uvviiiiiiiiiiiiiie e 141
7.66. Interpretation of some regions of the circos visualization of the basal ganglia network. A magnifica-

tion around SNC _L (substantia nigra compact part) iSShOWN. .........ccooiiiiiiiiiii e 141
7.67. By clicking on arow or region in the "Table hierarchy" this region is highlighted in blue and the
parameters of all other regions are calculated with regard to the selected one. ...........cccoeeiiiiiiincenccnnn, 142
7.68. The degree statistics table of the rows of the adjacency mMatriX. .........cccoevviiiiiiiiiiin e, 143
7.69. Reciprocity matrix of the edge weights of direct CONNECIoNS. ..........ccoceviiiiiiiiiiii e 144
7.70. The distance matrix of the left and right basal ganglia system with a scale of edges of shortest

DA, ..t e e e e e e e e et e e e r et 145
7.71. The extended distance matrix with the SettingS MeNU. ..........coooviiiiii i 146
A PSP 146
7.73. The communicability matrix of the left and right basal ganglia. ............cccoooiiiiiiiin i, 147
7.74. The GTOM matrix of the left and right basal ganglia network. .............ccoeeiiiiiiiiiii e, 147
7.75. The reformatted GTOM matrix with a user defined color scale. ........ovvveiiiiiiiiiiiiec e, 148
7.76. Joint degree distribution of the directed basal ganglia system network. ............coooeviieiiiiiiiineinee, 149
7.77. The connectivity matching matrix of indegrees or afferents. .........ccooeviieiiii i, 150
7.78. The connectivity matching matrix of outdegrees or efferents. .........cooevvveiiiiiiiii i 150
7.79. The connectivity matching matrix of indegrees and oUtdegrees. ..........oovvvvieeiiiiiiii e, 151
7.80. Comparison table of two lists of selected regions. The actually displayed list of regionsis shown in

the column "Current selection” and the list that has been opened in the column "Opened selection” ............ 152
7.81. A single node (region of interest) was added. ............ooeviiiiiiii i 153
7.82. With regard to the last added node all output neighbors of this specific node of the left hemisphere

(and all its subtree nodes) should be added. ............ooouiiiii i 153
7.83. Now we reduce the selection to hierarchy level 11 (because thislevel is meaningful with regard to

the structure of this specific hierarchy and the experimental problem). ..........cccooiiiiiiiiin i 154
7.84. Now we have al output neighbors of the parietal association COMteX. .......ccocvvvviiiiieiiiieiiiieeiieeeis 154
7.85. A selection of al primary and secondary output neighbors of the parietal association cortex. ............. 155
7.86. WINdow With filter SEINGS. ...cvvueiiiieiii e e e e e e e e e e e e eens 156
7.87. The list of data feature for the filter definition. ...........ooooiiiiiiiiii e, 157
7.88. Tracer code iNfOrmMation WINGOW. ...........uuuieiiiiiieeeiiie e e e e e et e e et eeeae e e e eaen s 158
7.89. Virus pathway data in the "Edit connections" window in the "Paths" table. ...............c..ccoeviiinnnl. 159
7.90. Upper window: The Experiment tab with the "More" button. Lower window the tract tracing defini-

tion table with sorted Viral COIUMN. .........uuiiii e 160
7.91. Project statistics table with "path" information of virus pathways. ............cccoooiiiiiiiii 161
7.92. Filter for virus tract tracing and non virus tract tracing methods. ...........ccoooiiiiiiiniin i 162
7.93. A ViTUS CONMECLOME. ... .iiiiiieeeeii e eeett s e e eett e e e eett e e e e et e et ee b s e e e et e e e e et e e e easeneeeassneeessnaeeennen 162
7.94. Preparation of adding new regions in dependence of an existing selection of regions. ...................... 163
7.95. Filtered input and output regions of regions which have been selected before and which appears as

leafS N the NIErarChY. ... e e e e 164
7.96. Remove selected regions. The selected regions which have less then 5 connections are highlighted

and can be removed after pressing the button "Remove selected regions”. .........ccooeviieviiiiiinn i, 165
7.97. All added efferent and afferent regions with more then 4 connections and location at alevel of hier-

= o |V 1= S 1= 0 T 166
7.98. Filter all edges from intrinsic or fixed regions to non-fixed (extrinsic regions). ...........cccoeevvvveeevnnnnn. 167
7.99. A presentation of all output connections (efferents) of fixed regions. ...........ccoeeviiiiiiiiin e, 168
7.100. Global parameters table with the 6 types of randomizations. Below a windows with result of a mod-
ularity COMPULBEION IS SNOWN. . ..uuiiii e e e e e e e e e e e e e et e e et e e et e e et e e eaneeetnees 169
7.101. Visualization of modularity. Tooltips are opened if the mouseislocated on aregioncircle. ............. 177
7.102. The cycle count window. Values are sorted by the 3rd column. ...........ccocoiiiiiiiiiii e 177
7.103. The main window Of MOtIf @NAIYSIS. .....uuiiiiiiiiiiei e e e e e e 178
7.104. Motif windows with 13 directed 3 NOde MOLITS. ....cocuvuiiiiiiiie e 178
7.105. The "Canvas' frame shows the most complex reciprocal 3-13 motif which was opened in the "Mo-

tif" frame and in the "Search results” frame. .. ......oi i 179
7.106. Frequency distribution of single regions in MOLITS. ...........ooviiiiiiiiii e 179
7.107. Statistical motif analysis using 100 directed Ott-Hunt-Ozik randomizations. .............cccooeevvneeennnnns 180
7.108. Using another selection of regions (143) with 1011 edges of the left prosencephalon the circular 4

node motif was found 8 times through the regions shown in the "Search results’ frame. .............c.c..... 181
7.109. The frequency of the circular 4 node motif in 1000 Erdds Renyi randomizations. ..............c..ceeeee.. 181




Eéiﬁis‘;"s H
neuroVIISAS

7.110. Computing of frequencies of aregion in a specific motif. The caudate putamen (CPu) participates

24 times in the motif 3-13 the fully reciprocally connected motif. Frequency columns can be sorted. .......... 182
7.111. The table of local NEIWOrK ParamELErS. ........cc.uuiiiinieiiii e e e e e e e e e eaen 182
7.112. The parameter selection for the local parameter COMPULELION. .........cccvvnieiiiieiiiieeiie e, 183
7.113. Some weighted 10Cal PAraMELENS. ... ...u.iiiii e e e e e e e et e e e aa s 183
7.114. Parallel coordinate visualization of 10Cal ParamELErS. ......cooviiiiiiiiii e 184
7.115. Correlation coefficients of 10Cal PAaramMELErS. ........couuiiiiieiiii e e e e 195
7.116. K-core of a et Of SEIECtEA FEUIONS. ....ivuiiiiiiiiii e e e e e e e e e et e e et e e et e e aanaaes 196
7.117. S-core with parameters 0.5, 1, 2 and 3 for @ach Window. ............ccooviiiiiiiiiiiiiii e 197
7.118. The average closeness decrease for 4.353% if the ventro anterior thalamic nucleus is removed. The

mean node and edge vulnerability isindicated below thetable. .............cccoooii i 198
7.119. The vulnerability matrix display the change of the closeness of the network if a particular edgeis

L= 007017="o PP 198
7.120. The rich-club coefficients for the degrees of edges of a NetWork. ...........cccocvviiiiiiiiiiiciin e, 200
7.121. Rich-club coefficient using 1000 rewiring randomiZations. ..........c.cccuvveiueeiiiieiiiieeiiie e e eeannes 200
7.122. Selected regions with degree all larger than 28. ...........cooiiiiiiiiii i, 201
7.123. Half-circle visualization of regions belonging to the rich-club (lower half-circle). ......................... 202
7.124. Rich-club distribution in an external spreadsheet application. ............cccoeeviiiiiiiiiciin e 203
7.125. Local parameter visualization: the Shapley rates hasbee selected. ..o, 204
7.126. APCA aNalYSIS WINAOW. ...ccvuiiiiieiiii i e e e e e e e e e e e e e et e e et e e et e e s et e e eaneaeanaes 205
7.127. Parameter selection for the PCA analySiS. .......uiiiiiiiiiciii e e e 206
7.128. Caudate putamen complex (CPU) network relations after PCA. ..........cooeviiiiiiiiiiiiieeceece e, 207
7.129. Ventromedial thalamic nucleus (VM) network relations after PCA ..........ccooviviviiiiiiiecieeee e, 207
7.130. Lateral globus pallidus (LGP) network relations after PCA. ......coiiiiiiiii e 208
7.131. Parafascicular thalamic nucleus (PF) network relations after PCA. ......co.oveiiiiiiiiiiciieecicec e, 208
7.132. MDS of regions belonging to the basal ganglia circuits. CPu and MGP are closely related to each

other because they do not have large differences of their connections. .............ccoeeviiiiiieeii i, 209
7.133. Defining a new variantclass to prepare hierarchical cluster analysis. ........c.cccvveviiiviiiiieiiiieeineeennnn, 209
7.134. Definition of the VarantClass. ...........viiiiiiiii e e 210
7.135. Accepting the root of the regions in the data CONtaiNer. .............oeeviiiiiiiieiii e e 210
7.136. The new variant hasto BE DUILA. .........oooiiiiiii e e 211
7.137. Selection Of the NEW VAIANT. ........iiiiiii et e et e e e e e eees 211
7.138. The adjacency matrix and list of regions in the triangle visualization of the macague connectivity

0T S PP 212
7.139. The result of region clustering using hierarchical modularity analysisis shown in the region

L= 101 PP UPTRPPPRI 212
7.140. The clustering result after expanding the triangle hierarchy by pressing "+" and the resulting adja-

o= 00y 0 AP 213
7.141. Connectivity pattern ClUStering WINAOW. .........ccouuuiiiiiieiiiie e e e e e e e e eaens 214
7.142. Frequency of connections of aregion within acluster. ............coooviiiiii i 214
7.143. Original adjacency matrix of direCt CONNECLIONS. ..........ocvuiiiiiiieiii e 215
7.144. ThThe connectivity pattern within each of the 7 clusters is stronger than to other clusters, ............... 216
7.145. Connectivity patterns after applying the "different layers' method. ............ccooooiiiiiiiiinin e, 217
7.146. The Shapley rates are assigned to y coordinates (dependent variable) and the DG All variable to x

values (independent Variable). ...........oeiiiiiiii 218
7.147. Definition of adiagram Pan€l. .......couiiiiiiii e 218
7.148. The "FInd path” WINGOW. ....cooeuiiiiiiii e e et e et e e eae e e e enans 219

7.149. Thefirst found path is highlighted. It crossed 2 time the hierarchy from level 11 to 10 and from

10to 11. Therefore, a"2" is shown in the column "Hierarchy levels'. The "Path length” is 2 because two

edges are necessary to realize the path from CPu to PG. Edge weight is indicated by colors as defined

before and the number of authors that have described the particular connection is displayed, too. .............. 219
7.150. The 3-edges pathway with lowest level corssings and largest average weight from CPuto PG. ......... 220
7.151. A region can be selected to indicate its connections (dashed lines) and by electing an edgesin-

formation is provided in atooltip. The hierarchical organization of subregionsis displayed by thin black

TS PR 220
7.152. The table displaying the frequency of regions in pathway need to be updated before results are
shown. In this case the "Lateral_hypothalamisc_area L" isinvolved in 88 different paths of length 3. ........ 221




Eéiﬁis‘;"s H
neuroVIISAS

7.153. The edge betweenthe CPu_L tothe LHAa L, LH_L and TuLH_L is used most often in pathways

Lo (LT = 0T T TP 221
7.154. Theindirect basalganglia path through predefined regions has an average weight of 1.5 and passes

14 levels Of the NIEIarChY. ....coov e e e e e e e 222
7.155. 279 dternative pathways from caudate putamen to the pontine gray have been found. .................... 222
7.156. The frequency of regions (within the 279 found pathways) after sorting (clicking on column header

B = 1T = g0 11 S T P 223
7.157. The pathway segment AGm->PG occurs in 28 different pathways from all 279 determined path-

11T PRSPPIt 224
7.158. Part 1 Of the ProjECt @NAlYSIS. c.vuuiiiiiiiii et e e e e e e e e e e e e e e et e et e e aa e eeas 225
7.159. Part 2 Of the PrOJECE @NAlYSIS. c.vuuiiieiiiiii e e et e e e e e et e e e e e e et e et e e e e aeas 225
8.1. The graphical user interface for defining population based smulations. ..............cccoeeeiiiiiiiiiineins 228
8.2. Opening and assigning regions of the network to the Poison generator and spike detectors. ................. 228
8.3. The population table that is applied for the SIMUIELIoN. ............coeiiiiiiiii e, 229
8.4. The output of the simulation progress shown in the shell window. ............ccccoiiiiiiiiin e, 230
8.5. The SIMUIEiON reSUIES taIE. ... ciieei e e e e e e ea e e eees 231
8.6. Interspike interval frequency distribULION. .........coouiiiii i e 232
A o |G o 1 (= o[ 232
8.8. Sorting and aligning SPIKES. .....uiiii it e a e 233
8.9. By moving the mouse over the frequency distribution of spiking neurons the specific frequency is

(0TS 0L Y=o 233
8.10. The exported image (*.png file) of the simulation result table. ..............ccooeiiiiiiiii e, 234
8.11. The spike distribution COMPAriSON MEETIX. ....vuuiiurneiiieeiiire e e e e e e e e e et e e e e s e e s eeaeeeaneees 235
S35 PSP 236
8.13. The variahility of spike distribution differences over 5 repeated simulations. ..............ccccceeveennnenne. 237
8.14. Comparison table of average similarities of spike distributions. ..............ccoeiviiiiiiie i, 238
8.15. The simulation of the left amygdala within the extrapyramidal system simulation has been loaded. ..... 239
8.16. Left: simulation result of extrapyramidal system, right: simulation result of the left amygdala simula-

L0 o PSP 239
8.17. The selection Of @ NEUrON MOTEL. ........iiiiiiiiii e e e e 240
8.18. The Neuron MOEl INLEITACE. ... ..icuve it e e et e e e et e e e erenaeeees 240
8.19. Parameter adjustment for the GABAergic caudate putamen interneuUron. ............ccuveeveeevnnerenneennnn 241
8.20. Testing the GABAergic interneuron: the membrane potential is displayed in a separate window. ........ 241
8.21. The visualization of simulation results in the nested circle layout. The smulation timeis displayed in

the upper right corner below the control buttons (100 MS). ......ccvvniiiiiieiii e e 242
8.22. 3D visuaization of SIMUIBLION FESUILS. ... .ceevuiiiiii e e eeeeens 243
8.23. 3D spherical visualization of the same data set asinthelast figure. ..........cccooeviiiiii i 244
8.24. Microcircuit constructor windows uses the multicompartment model of NEST. .............ccoovevviennnnn. 245
ST TSP 245
8.26. Theiaf_cond apha mc multicompartment neuron "nodel”. ............ccoovviiiiiiieiiii e 246
8.27. Connecting the 3 multicompartment NOUES. ..........oeiuniiiiiiiii e e e e eaaes 247
8.28. Arranging connection between nodes. A click on the dark grey button beside the pop up box

"Choose neuron model" allows the access to change the parameters of theiaf_con _slpha mc mode. ......... 248
8.29. Connecting and Setting Up & POISSON_JENEIAON. ....civuuiiieieiieeeiiee et eeeiie e s e e e eeaneeeataeeetneeeanaees 249
8.30. The direct basalganglia pathway using multicompartment NEUIONS. ...........cc.oveviieiiieeiiieeriieeeieans 250
8.31. Above each diagram the name of the node is displayed. In this examples the spikes of single neurons

== 0T 11 PP 250
8.32. The input port and output port of the MICIOCITCUIL. ...........ooiiiiiiii e, 251
8.33. Direct and indirect pathway of the basalganglia. .............coooiii i, 252
8.34. The "Building layers of neurons" window is the graphical user interface for the NEST topology

0700 L1 PR 252
8.35. The layer definition INtEITACE. .........iiiiiii e e e e e e e aaaas 253
8.36. After clicking on "Add" in the upper window the node definition window "<2>" is opened. .............. 254
8.37. The defintiion of three layers within "Layer 3". ........oiiiiiiiii e 255
8.38. The grid of "Layer 5" consists of 20 rows and 20 COIUMNS. .........ccuuieiiiieiiiieiiiiie e e e 255
8.39. The connection Settings DEIWEEN [AYEXS. ......ccvuiiiii e 256
8.40. Layer definitions and connections should be stored by pressing the "Saving" button. ....................... 257

Xi



Chapter 1. Introduction

1. Purpose

neuroVIISAS is a generic framework for data integration, analysis and visualization in neuroscience. It has been
developed since 2004 to its present 0.2x version and can be used on Microsoft Windows, Linux and MAC 32Bit
and 64Bit operating systems. The framework generates ontologies, assign terms of ontologies to image regions
(mapping) and administrate connections between regions derived from tracing studies. The ontology, image and
connectivity data can be visualized in 2D and 3D. The connectivity data are represented as networks which can
be quantitatively characterized by basic matrices of directed and weighted graphs, analyzed with global and local
network parameters and explored statistically by applying randomization models. The connectivity of regions of
nervous systems can be represented on different scales of the ontology (neuroanatomical hierarchy of regions)
or on one scale (simple list of regions) only. Selections of brain regions are allowed to be defined interactively
and analyzed by network analysis tools. Selections of regions and their underlying connectional structure can
be used for population based large scale simulations by generating PyNEST scripts for the ssimulation engine
NEST (Gewaltig M-O and Diesmann M (2007) NEST (Neural Simulation Tool) Scholarpedia 2(4):1430; http://
www.nest-initiative.org/index.php/About_Us). The results of simulations are analyzed and visualized in 2D and
3D in neuroVIISAS in the context of their inherent spatial and connectional structure.

neuroVII1SAS s generic because it can generate and compare multimodal atlases or connectomes of

* the human brain (e.g., http://imaging.mrc-cbu.cam.ac.uk/imaging/Mni Talairach)

* the mouse brain (e.g., http://mouse.brain-map.org/)

« therat brain (e.g., http://software.incf.org/software/waxhol m-space)

« the macaque brain (e.g., http://cocomac.org/home.asp)

» Caenorhahditis elegans (e.g., http://www.wormatlas.org/)

» Zebrafish (e.g., https://humboldt.edu/gahtan_lab/connectome)

» Human connectome database (http://umcd.humanconnectomeproject.org/browse)

» brains of other organisms (hamster, birds, dogs, rabbit, gerbil, feline, pigeon etc.)

In summary, neuroVI1SASisageneric and integrative framework for organizing, analyzing, visualizing and sim-
ulating data of nervous systems. Currently two languages are supported: English and German.

2. Dependencies

neuroVIISAS uses

1. TheVisualization Toolkit VTK (http://www.vtk.org/)

2. InfoNode Docking Windows (http://www.infonode.net/)

3. Yusuke Kamiyamanes Fugue | cons (http://p.yusukekamiyamane.com/)

4. Michael Thomas Flanagans Java Scientific Library (http://www.ee.ucl.ac.uk/~mflanagal/java/)
5. DobuDish (Agynamix®) (http://www.agynamix.de/products/dobudish/)

6. The Colt open source libraries for high performance scientific and technical computing in Java (http://
acs.|bl.gov/software/colt/)

7. EpsGraphics 1.0.0 by Thomas Abesel
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3. Software export, import and interaction

neuroVIISAS exports to

1

2.

7.

8.

CGV (http://www.informatik.uni-rostock.de/~ct/software/ CGV/CGV .html)
Cytoscape (http://www.cytoscape.org/)

Protege (http://protege.stanford.edu/)

Mavisto (http://mavisto.ipk-gatersieben.de/)

Graphviz (dot graph language) (http://www.graphviz.org/)

Circos (http://circos.ca/)

MySQL

openSlide (http://opendide.org/)

neuroVIISIAS imports

1

2.

Contour data from Matlab®

CoCoMac  contours  from  xml files  (http://scalablebrainatlas.incf.org/main/coronal 3d.php?
template=PHT00& plugin=CoCoM &c)

NifTI data
Lists of tabulator separated connectomes with or without weights
XML datafrom BAMS2 (http://brancusi 1.usc.edu/connectome)

DTl  connectivity data from the UCLA multimodal  connectivity Database  (http://
umcd.humanconnectomeproject.org/update/5)

neuroV|ISAS interacts with

1

2.

3.

NEST (http://www.nest-initiative.org/index.php/About_Us)
PyNEST (http://www.nest-initiative.org/index.php/PyNEST)

BibTex reference lists (http://jabref.sourceforge.net/)

4. Further material

In this help and on the neuroV11SA S webpage (http://neuroviisas.med.uni-rostock.de/index.html) many contours
and reconstructions are based on The Rat Brain In Sereotaxic Coordinates (2007) of George Paxinos and Charles
Watson. Most contour data were linear registered and manually completed especially those regions that overlap
Or p0ossess open shapes.




Chapter 2. Installation
1. Windows 32 Bit

1. Download http://neuroviisas.med.uni-rostock.de/versions/setup_neuroVIISAS 0.106_beta win32.exe
2. Ingtall setup_neuroVIISAS 0.*_beta win32.exe

3D visualization and the generation of Python (PyNEST) scripts for simulations are possible. Simulations can
only be performed on Unix system. The PyNEST script that was generated on a Windows system can be copied
to a Unix machine with installed NEST to perform the simulation. The results of the simulation are stored in a
results file that can be copied to the Windows system for analysis and visualization in neuroVIISAS.

2. Windows 64 Bit

1. Download http://neuroviisas.med.uni-rostock.de/versions/setup_neuroVIISAS 0.106 beta win32.exe
2. Install setup_neuroVIISAS_0.*_beta win32.exe

3D visualization and the generation of Python (PyNEST) scriptsfor simulations are possible. Simulations can only
be performed on Unix system. The PyNEST script that was generated on a Windows system can be copied to a
Unix machine with installed NEST to perform the simulation. The results of the simulation are stored in aresults
file that can be copied to the Windows system for analysis and visualization in neuroVIISAS.

3. Linux 32 Bit

1. Download http://neuroviisas.med.uni-rostock.de/versions/neuroVIISAS 0.106 beta Linux_32.tar.gz
2. tar xfvz versions/neuroVIISAS 0.* beta Linux_32.tar.gz
3. Execute sh ..\neuroVIISAS\run.sh

To perform a simulation NEST and Python must be installed. In terms of 3D visualization problems VTK must
be compiled (see below).

4. Linux 64 Bit

1. Download http://neuroviisas.med.uni-rostock.de/ver-
sions/neuroVIISAS 0.106 _beta Linux_x86 64 susell.4.tar.gz

2. tar xfvz neuroVIISAS 0.*_beta Linux_x86 64 susell.4.tar.gz
3. Execute sh ..\neuroVIISAS\run.sh

To perform a simulation, NEST and Python must be installed. In terms of 3D visualization problems VTK must
be installed (see below).

5. Updates
If an older version of neuroVIISAS is adready installed an update of neuroVIISASjar from http:/

neuroviisas.med.uni-rostock.de/versions/ can be copied into the program directory of neuroVIISAS and overwrite
neuroVIISAS,jar.

6. Linux derivatives

neuroVIISAS has been extensively tested on the OpenSuse Linux distribution. On Debian and Ubuntu Linux
distributions VTK-Javaisinstalled in /usr/lib/jni which need to be added to LD_LIBRARY_PATH.
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7. vtk compilation for a Linux OS

1. YAST2 install appropriate cmake version for Linux distribution
2. YAST2install appropriate jdk version for Linux distribution

3. vtk download from http://www.vtk.org/download/

4. unpack sources

5. start cmake-gui from consol (graphical frontend of cmake)

6. define source code path

7. define binary path

8. checkmark "Aadvanced"

9. Press "Configure" and select "Unix Makefile"

10. Checkmark vtk_Wrap-Java

11. Press"Configure" again until not red messages in the console window appear and all linesin the main window
are with white background instead of red background

12. Press " Generate"
13. Go to vtk*\bin directory and open in console
14. From console enter "make"

15. Copy binaries and link files to the program directory ../neuroviisas/vtk




Chapter 3. Projects and Data

The basic data structure of neuroVI1ISASisaproject. A project file contains an ontology container, image modal -
ity data, connectivity data and configuration data like coordinate system (stereotaxic coordinates, native image
coordinates, coordinate scaling and pixel transformations into a metric scale) of an image modality.

1. Main Window

If aproject file does not exist it can be generated. In the following the necessary steps to generate a project and

aproject file are described.

1. Open neuroVIISAS.

2. File.

3. Click on "Settings' -> "Select language” -> Select either English or German.

4. Create new project (Strg + N).

5. Open an image sequence (or adummy image).

6. Select the first image of an sequence of *.png, *.tif, *.jpg images. The sequence of images is determined by
the image file name using the sorting scheme of the operating system. The path to the images can be modified
within aproject by selecting "Settings" -> "Change project setting" -> " Specify new image directory".

7. Continue.

8. The question "Should al Images be tested?' can be answered with "No" if each image has the same width
and height.

9. The number of images that have been found are indicated.
10.Pixel width, pixel height, Distance of sections can be assigned in the format 1 or 1.0, not 1,0.
11.Continue.

12 By using the mouse wheel we can zoom the image. Press the mouse wheel and hold it for shifting the image.
Zooming can be also performed

by clicking the right mouse button on the image.

13.If an existing hierarchy of terms or ontology should be used, it can be imported now. Because we want to
generate a new hierarchy of termsjust "Continue" should be pressed.

14.The name of the new project is defined here, e.g., "rat".
15.Press "Ready".
16.The project file can be generated directly by selecting "File".

17."Save project”. Thenit is possibleto directly close neuroV11SAS otherwise the user will be asked wereto store
the project.

Attention: The name of the project (12) need not to be identical with the name of the project file (14).

After defining the project, neuroVIISAS appears as shown in the following figure. The figure shows the main
window of neuroVIISAS. The left part contains the project tree (Modality), terminology variant trees, and the
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specific region tree. The "Name" field at the button is used for searching region names or parts of regions names
of the hierarchy. Parts of longnames can also be searched (nigr compac --> Substantia nigra pars compacta). If
multiple longnames match the searched expression than the shortest longname will be shown in the first row of the
search result table followed by al phabetically sorted longnames. Left or Right or All results can be switched on and
of to reduce the number of matches. Multiple shorthames can be selected and Ctrl+c copy them into the temporary
memory (to put them into a external spreadsheet application). The windows which shows the results are alwaysin
the foreground of the desktop. After the size is adapted for a small notebook screen or large screens the size and
location of the result window will be used again after closing and opening. The hierarchy can also be searched
for abbreviations in the "short name" field or connections. In the middle of the main window the image modality
(atlas, histology, MRI, CT, autoradiography, in situ hybridization, immunohistochemistry etc.) is shown. In this
case one of 4224 Gallyas stained sections of one rat brain is shown. In the right part of the main window a low
resolution navigation image is shown. Below there are two tab fields whereby the "Brainregion™ tab is selected.

-] SAS
File View Hierarchy Contours and surfaces Analysis Settings Help

Madality | Varianis fal [ Ga to image: | ! 400 ] (10 (8] (1] U] [ ] ] [+1][43][+10][ +108 ] mage 130

) Variartenklassen

rat
1] Msresus system

............

|/ Hse | RgE

On the left side a frame appears that contains the root node "rat brain™ of the hierarchy. We are using this root
node to develop or refine the hierarchy.

1. Click with right mouse button on the root node "rat brain"

2. Select "New node"

3. Give the full name of the new region, e.g. "Nervous_system”

4. After "Nervous_system” has been written it is necessary to press Enter.

5. Then click on the empty cell below " Short name" and write the abbreviation of the region, e.g. "NS"
6. Enter (after pressing Enter the black frame around the cell disappears).

7. Press"Accept"
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Figure 3.1. The customizable window for defining new regions.

B3 © New node — ) @

®
)

Rat:NS:CNS:CNSL:PACr:BS:RhEC:MTC:CERE:DCeN:DNC:ICN: CERpin:IntPM:IntPM
Displayname:

|Interpnsed cerebellar nucleus posterior part medial part L |v|

Relation to parent region: Interposed_cerebellar_nucleus_posterior_part_medial_part_L

Aliasnames:

MName |

Short name
Interposed_cerebellar_nucleus_posterior_part_medial_part_L [IntPM

Comment:|
[[]Make changes on both sides

[[]Use previous values

| Accept || Cancel |

A right mouse click on the row offers the following options:
1. Add row.
2. Remove row.

3. Duplicate row.

"Use previous values' is a useful option to automatically use the last used bibliographic link for the new region.

It is possible to add a publication terminology of aregion (where subdivisions or part are the leading part of a
longname) to the atlas terminology (where superior regions build the first part of alongname and subdivisions or
part build the last part of thelongname). Highlight the part of the longname that should be put before the longname
by clicking with the left mouse key to the first position (start) that should be clipped:
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Figure 3.2. The mouse pointer has clicked just before the " m" of medial indicated by a
vertical bar.

() New node © @ ®
Rat:NS:CNS:CNSL:PACr:BS:RhEC:MTC:CERE:DCeN:DNC:ICN: CERpin:IntPM:IntPM

Displayname:

|Interpnsed cerebellar nucleus posterior part medial part L |v|

Relation to parent region: Interposed_cerebellar_nucleus_posterior_part_medial_part_L

| [~]

Aliasnames:
[ MName I Short name

|Interposed cerebellar nucleus posterior part fnedial part L [IntP

] cc it |

[[]Make changes on both sides

[[]Use previous values

| Accept || Cancel |
The part of the longname that should be rearranged is now marked:
Figure 3.3. Marking of the part shat should berearranged.

O New node — @ @ @
Rat:NS:CNS:CNSL:PACr:BS:RhEC:MTC:CERE:DCeN:DNC:ICN: CERpin:IntPM:IntPM

Displayname:
|Interpnsed cerebellar nucleus posterior part medial part L |v|
Relation to parent region: Interposed_cerebellar_nucleus_posterior_part_medial_part_L
| [~]
Aliasnames:
[ Mame I Short name
|Interposed cerebellar nucleus posterior part medial part L [IntPM

[ cc it: |

[[]Make changes on both sides

[[]Use previous values

| Accept || Cancel |

Then clicking on the right mouse button to open the "Add rearranged alias name" option:
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Figure 3.4. Opening of the" Add rearranged alias name" option.

O New node ———————— @ @ ®
Rat:NS:CNS:CNSL:PACr:BS:RhEC:MTC:CERE:DCeN:DNC:ICN: CERpin:IntPM:IntPM

Displayname:
|Interpnsed cerebellar nucleus posterior part medial part L |v|

Relation to parent region: Interposed_cerebellar_nucleus_posterior_part_medial_part_L
| -]

Aliasnames:

MName I Short name

|
Interposed cerebellar nucleus posterior part medial part! It B Rt
Add rearranged alias name |

[ e it: |

[[]Make changes on both sides

[]Use previous values

| Accept || Cancel |

After clicking on the "Add rearranged alias name" option a new row is added and the marked part of the first
longname has been put forward by adding a"of the " automatically.

Figure 3.5. The new alias name has been generated.

() New node = ¥ & )
Rat:NS:CNS:CNSL:PACr:BS:RhEC:MTC:CERE:DCeN:DNC:ICN: CERpin:IntPM:IntPM

Displayname:

|Interpnsed cerebellar nucleus posterior part medial part L |v|

Relation to parent region: Interposed_cerebellar_nucleus_posterior_part_medial_part_L
| -]

Aliasnames:

Name Short name
Interposed_cerebellar_nucleus_posterior_part_medial_part_L IntPM
Medial_part_of the_interposed_cerebellar_nucleus_posterior_part_L

[E] it: |

[[]Make changes on both sides

[[]Use previous values

| Accept || Cancel |

2. A neuroVIISAS project

neuroVIISAS is build to work with nervous systems of all organisms. Different project can be opened as shown
in the following figure (the two smaller windows under the large "Modality” window in the left part of the main
window). A neuroVIISAS can be defined and specified by generating a modality tree. The modality may contain
a phylogenic, gender, developmental, weight, body part specification (organ), technical, section orientation and
staining subtree as shown in the following figure.
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Figure 3.6. The modality tree of a neuroVIISAS project.

Image 193010221

€ n situ Hybridization
sagttal
organism

+ Dvesocortent
=

The modality tree is stored with a particular project. The "File" menu in the main window offers the storage,
opening and generation of a new modality hierarchy. The neuroanatomical terms of the nervous system of model
organisms like mice and rats change rapidly at the level of finer subdivisions of neuroanatomica entities. To
represent the development of a terminology of a particular organism a variant hierarchy can be generated that
includes multiple differences of terminological hierarchies. All terms of al variants are organized in a container
hierarchy. The variant hierarchy of the hypothalamusis shown in the following figure.

10
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Figure 3.7. Variant tree of the hypothalamus.

[ Modalitat | Varianten |

] variantenklassen
] Hypoethalamus
o~ 3 [] Gurdjia 1927
=t
o~ g [] Le Gres Clark 1938
o [ [] Rioch 1940
o= 3 [ ] cxoshy 1940
¢ [ [] Brockhaus 1942
¢ [JRat

¢ [JLeft
¢ [[] Wervous system L

[»

¢ = Central nervous system L
o [JPars spinalis L
¢ [JPars cranialis L
o [JBrain stem L
¢ [J Presencephalon L
o [JBasal forebrain L
¢ [JDiencephalon L
o= ] Circumventricular organs L
o= [[]Habenula L
¢ [[JHypothalamms L
o [] Hypothalamic zones L I
o= [] Hypothalamus specific L
o []Prothalamms L

e p—of emall cell nuclei L
O Medial hypethalamie group L
[ Middle group L

] Di-tel halic lamina L
] Infundibular reccess L

] Infundibular stem L

i TotamE . | 1 T all

] I [»]

Those nodes that contain either a change of aterm or a change of the subtree structure are marked with red. Terms
that do not exist in the variant terminology are marked with yellow and are canceled. Using variant trees it is
possible to visualize and analyze with a specified terminology. Nodes that are only highlighted by yellow indicate
amovement of the region to another branch of the hierarchy.

3. Controlling the hierarchy

The following figure shows the hierarchy of anatomical and neuroanatomical regions of the organism rat.

11
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Figure 3.8. Overview of themain windowswith therat organism hierarchy in theleft part
of the window.

12
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Figure 3.9. Detail from thelast figureto show the structure of a hierarchy.

Organism
¢ Rat
9 [ | Nervous_system
9 Central_nervous_system
¢ nCentral_ner\fous_system_left_L
. nNon_neuronal_structures_L
¢ [Jprars_cranialis_L
- [[JBrain_stem_L
o | |Prosencephalon_L
o [ ] Ventricle_L
= [CJpars_spinalis_L
¢ nCentraI_ner\fous_system_right_ﬂ
. nNon_neuronal_structures_R
¢ [gJprars_cranialis_R
- [[JBrain_stem_R
o | |Prosencephalon_R
o [ | Ventricle_R
= [CJPars_spinalis_R
¢ [ | Peripheral_nervous_system
o [ | Peripheral_nervous_system_left_L
o [ | Peripheral_nervous_system_right_R
¢ [ ] Organs
[ | Cecum
[ ] Colon
[ | Duodenum
[ ] Jejunum
[ | Liver
o [ | Oesophagus
o~ [ | Pancreas
o [ | Respiratory_tract
[ | Spleen
[ | Stomach
[ | Thymus
o [ | Muscle_system

Hierarchies can be defined by the demand of auser. Here, an exampleisshown. It isnot necessary to build ahierar-
chy of regionsto perform mappings and visualizations, however, termshaveto bearranged inalist. A hierarchy in
neuroV11SAS containsalways aroot node and isan acyclic graph. Theroot nodein this example hasthe name " Or-
ganism". It can be changed by clicking with right mouse button and then select "Rename”. Basically, subdivisions
of nervous systems can be realized with regard to neuroanatomical entities (regions, structures), functions (vision,
olfaction, motoric, sensoric etc.), connections and compositions of them. In the rat project the whole organism is
considered. Hence, there exists asubtree for "Organs" and the " Peripheral nervous system". At the 4th level of the
hierarchy the node "Central_nervous _system" divides into the childnode "Central_nervous system_left L" and
"Central_nervous_system_right R". For conventional atlas projects a subdivision into left and right hemispheres
or parts of a nervous system is not necessary because these atlases are intended to be used for navigation and
orientation. Because neuroVI1SAS alows to work with ipsilateral and contralateral connectivity information a
mechanism has been implemented that allows the differentiation of aleft and aright part of a nervous system. In
order to facilitate navigation, e.g., jumping from aregion in the left part of the nervous system to the corresponding
region in the right part, it is possible to tell neuroVIISAS what is the left and what is the right root of a nervous
system. A further option to jump through large hierarchies is the backtrace function which allows to jump to the
last selected region in the hierarchy by pressing the shift key and the "left arrow" key. The combination of the

13
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shift key and "right arrow" key allows to jump forward in the hierarchy. The blue rectangle around "Organism"
indicates a selection, that has been made by clicking with the left mouse button on the node. A further element is
the thin vertical blue line: this line indicates a relation between aregion and its neighbours (at the same levels),
its parents (upper level) or its children (lower level). The blue circle with the vertical line indicates a branching.
By clicking on abranching circle the subtree will be expanded. Between the branching circle and the name of the
region three symbols may appear: a gray star (no contour exists), ayellow star (a rendered contour exists) and a
polygon sign (a contour that is not rendered exists). A colored square with a check box indicates if aregion with
its contour is selected. If acheck mark is set into the check box then the contour of the region will be highlighted
inthose imageswhere it appears. If an imageis displayed that does not contain the region that has been selected in
the hierarchy it is possible to jump to thefirst, last or next image where the contour of the selected region appears
by pressing the polygon plus button beside the triangle button (fast scrolling through image stack) or the minus
polygon button. The green plus or red minus image step buttons allows to select the next/last, next/last 5, next/
last 10 or next/last 100 image. Furthermore, the "Go to image:" field allows to go to a specific image. The arrow
circle button beside the "Go toimage:" field switches the image navigation bar to animage scroll bar. If aregionis
selected in the | eft subtree, respectively, |eft part of the nervous system, we can jump directly to the contral ateral
region by pressing "r" (to theright side) or "I" (to the left side).

Figure 3.10. Image navigator bar.

[fa|[= Go toimage: |1 |[=100|[&=10][&=s]|[&][ ][k |[ie][=][=5][&10][ 5 100] image 1930/4224

Many terms of regions consists or morethan oneword. Thesewords are connected by underscoresto be compatible
with owl naming conventions. Thelast character of those regionsthat occur on aleft and aright side of an organ or
nervous system indicatesthe side (L for left and R for right). Hence, it is possible to map asymmetric regions, e.g.,
the Broca area in the human brain. The rat central nervous system consists of many asymmetric neuroanatomic
entitieslike, e.g., the corpuscallosum or theintermediodorsal thalamic nucleus. To allow differentiation of left and
right parts of these structures they can be attributed as "asymmetric" (see below) and subdivided in the hierarchy
into aleft and aright corpus callosum or intermediodorsal thalamic nucleus. The hierarchy is sensitive by moving
the mouse on a node. Then atool tip will be displayed showing information of the region (see figure). In this
exampl e the mouse pointer has been moved on the node "Rat". The node has no afferents (inputs = indegree) or
efferents (outputs = outdegree). However, the subtree contains 120068 links (indegree + outdegree) and 11187
subregions.

14
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Figure 3.11. Tool tip of the node " Rat" .

Organism
- Rat

? L] F.{a,t‘

¢ . |shdrt name:

" |Indegree: 0
7 |Outdegree: 0 =ft L
Number of Links in Subtree: 120068 s L
MNumber of links coming to subtree: 0
Number of links leaving the subtree: 0
MNurmber Eubregians: 11187

= [[lProsencephalon_L
o [ |Ventricle L
- [JPars_spinalis_L
¢ nCentral_newnus_system_right_ﬂ
o nNc-n_neuronal_structures_ﬂ
¢ [CJrars_cranialis_R
- [[]Brain_stem_R
= [[IProsencephalon_R
o [ |Ventricle R
= []Pars_spinalis_R
¢ | | Peripheral_nervous_system
o | | Peripheral nervous_system left L
o | | Peripheral nervous_system right R
? [ | Organs
[ ] Cecum
[ | Colon
[ | Duodenum
[ ] Jejunum
| | Liver
o | | Oesophagus
o [ | Pancreas
o | | Respiratory tract
[ | Spleen
| | Stomach
[ | Thymus
o | | Muscle_system

By clicking with the right mouse button on a node of the hierarchy a menu will be opened that allows some
operations of node, subtrees and the whole hierarchy.

15
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Figure 3.12. Menu for hierarchy operations.

Organism —-0.3 SE:‘[]\#E;
? Rat AP-IMTER.
¢ [ | Nervous_system ~° AR
o Central_nervous_system 05
9 nCentraI_newous_system_leﬂ_L
o Non_neuronal_structures L —1
9 nPars_cra ialis 1|
- []Brain Rename
L anEe Ed!t attrlt:'uutes
Edit relations
o LlVentri Edit connections
= npars—sm | | New node
¢ uCentral_ner [ %l Create multiple subregions
' ENOH NeU = pelete node
9 Pars_cra P,
- []Brain g Ezr‘f node
o nProse Insert node
o [ | Ventri Insert childnodes as Copy
o nParE_Epi Delete contours
9 [ | Peripheral_ne Check for unused contours
o [ | Peripheral Remove subtrees without contours
& [ | Peripheral Choose as left root
¢ | Organs Choose as right r.+:H:rt
~I Cecum Select all subregions
Unselect all
[ ] Colon -
Sort childnodes
L DL_mdenum Sort subtree
O J(?Junum Distinct color scheme in subtree
L | Liver Restore color scheme
'8 _| Oesophagus Find double names
o [ | Pancreas Find regions only existing in container
o || | Respiratory_tr Find errors in hierarchy
[ | Spleen Find unsymmerical regions
[ | Stomach Shut all
[ | Thymus Open all
o [ | Muscle_syste| -/ Left = Right
Settings
roma Close project

» Rename: Rename aterm of the hierarchy.

« Edit attributes: The tree of attributes can be defined or an attribute can be assigned to a node (see below "4
Attributes").

« Edit relations: The tree of relations can be defined or an relation can be assigned to branch of the hierarchy
(see below "3 Relations™).

« Edit connections. The connection editor window will be opened. The same operation can also be performed by
pressing the button "Edit connections' in the left part of the main window (see below "6 Connections").
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» New node: anew node can be added. A dialog is opened containing the longname, respectively, the term of the
parent node, e.g., "Pars cranialis x_L". At the position "x" anew word or spatial definition (e.g., anterior_part
or "anterolateral_subdivison_of mediodorsal_zone of posterolateral_aspect") is expected. The abbreviation
of the parent node is given in order to be maodified or changed for the new subregion. A relation with regard to
the parent node can be defined based on the relation definitions (see below "3 Relations"). Synonyms can also
be added into the table by clicking with the right mouse button on a row and then select "Add row". The plus
sign button on the right expands the table and shows the columns "Bibliography" and "Language".

Figure 3.13. Thedialog for defining a new node.

01 12 2011 atlas_connectivities
[ | Rat
[ | Nervous_system
¢ 77 [ Central_nervous_system
[ nCentral_ner\rous_system_left_L
o= Non_neuronal_structures L

¢ . [Jpars_cranialis_L

- [JBrain_stem_L
o [_]Prosencephalon_L
o [ ] Ventricle_L

o [CJPars_spinalis_L
[Jcentral_nervous_system_right_R
[CINon_neuronal_structures_R

¢ - [JPars_cranialis_R

..

- [JBrain_stem R
- []Prosencephalon_R
o [ ] Ventricle_R

[

[[Jrars_spinalis R
[ | Peripheral_nervous_system

E3 ) New node = ~) (=) )

Rat:NS:CNS:CNSL:PACr:PACr

Displayname:

|Pars cranialis x L |v|

Relation to parent region: Pars_cranialis_L

| [~]

Aliasnames:
Name [ Short name

Pars_cranialis »x L |PACr

o [ | Peripheral_nervous_system_left_L Comme"t:|
o [ Peripheral_nervous_system_right_R [IMake changes on both sides
[ [ ] Organs | Use previous values |
[ ] Cecum | Accept || Cancel |
[ | Colon

In the field "Bibliography" a reference can be selected by clicking with the right mouse button in this field an
opening a phabetically sublists of references (see figure below). The list of references is administered in JabRef
(see "6 Connections").

Figure 3.14. Selection of a reference which have used the newly defined term.

ﬁDrimaryfsomatosensoryfcortexfmedialiparth Naito:1994b - Newman:1996 dl
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. - Add row . .
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+ 7-[JPars_cranialis_ R Kalen:1985 - Naito:1994a } Seroogy:1989a - Shi:1998 ¥
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Payne:1983a
Peng:1995
Peng:2004
Pennartz:1993
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Perez-Manso:2006
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Perry:1980
Perry:1982
Persson:2004
Peruzzi:1997
Peschanski:1983
Peschanski:1984
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\\_9‘5—

To-
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After defining the node it must be integrated in the consisting hierarchy. This can be done on the side of the
hierarchy were the parent node of the new region exists or automatically on the contralateral side, too. Inthe later
case, the check box "Make changes on both sides" must be check marked. If several new regions of the same
publication have to be added to the hierarchy, it is possible to use previous bibliography information that will be
inserted after pressing the "Use previous values' button. To take effort of the new region definitions the " Accept”

button must be clicked.

 Create multiple subregions: Many areas of the cerebral cortex have the same pattern of lamination and consists
of 5 (agranular), 6 (granular) or fewer (dentate gyrus) basic layers. This pattern of lamination can be generated
automatically by the "Create multiple subregions" function. If 6 layers of the "Posteromedial barrel subfield
A1" should be generated then we haveto set "6" in thefield "Number of Subregions', changing the abbreviation
(=short name) template, check mark the "Make changes on both sides" and then press " Accept”.

Figure 3.15. The" Create multiple subregions' menu.
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Figure 3.16. 6 newly generated cortical layers have been generated on the left side (as
shown here) and on theright side.
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Delete node: Delete a node of the hierarchy ipsi- or bilaterally.

Copy node: Makes a copy of a hode with all subregions. The copy can be added into any other part of the
hierarchy by selecting anode and clicking on "Insert node".

Cut: Moves anode with its subtree to another node.

Insert node: Inserts a copy of a node with subtree or a cut out node with subtree.

Insert children nodes as Copy: Inserts only the children nodes of a copy or acut.

Delete contours: Deletes the contours of a single node.

Check for unused contours: Contoursinthe project filewill beremoved if the corresponding regionsdo not exist.

Remove subtrees without contours: All nodes without contours will be removed. Using this function basic
atlases of therat brain from Paxinos and Watson (2007) or Swanson (2004) can be generated.

Choose as left root: A node with all its subnodesis assigned to aleft part of an organ or the nervous system.
Choose asright root: A node with all its subnodes is assigned to aright part of an organ or the nervous system.

Select all subregions. Put check marks to each check box of a subtree, All these nodes will be visualized 2D or
3D. Thisfunction is also useful if someone wants to know of which regions the hindbrain is composed of and
how the assemble of subregionslookslikein 2D or 3D.

Unselect dl: Unselects all check marks of a subtree.

Move down: moves a node down within its subtree (usefull for regions that should be not sorted al phabetically
like thoracic segments T1, T2, T3, T4, T5, T6, T7, T8, T9, T10, T11, T12, T13)
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Move up: move a node up within its subtree

Sort children nodes. Sorts the nodes in one subtree alphabetically.

Sort subtree: Sorts the nodesin all subtrees alphabetically.

Distinct color scheme in subtree: Generates colors with high contrasts of regions that are neighbors.

Restore color scheme: Reset the color schemeto the state before the " Distinct color scheme in subtree” function
have been used.

Find double name: Thisisan control function that searchesfor long namesin the hierarchy which occur several
times.

Figure 3.17. 2 double names have been found.

[ () searchresults @ ®
MName Short name Comment

Olffactory nerve_layer L |OML

Olfactory_nerve_layer L |OLN Olfactory nerve layer

Olfactory_nerve_layer R |ONL
Olfactory_nerve_layer R |ONL

| Cancel || Select |

The two regions of the left side "Olfactory_nerve layer L" and of the right side can be merged by clicking
on the button "Manage hierarchy”. Then double click on a source region that should be merged with a target
region. Thereafter, click in the "Manage hierarchy" window on "Set source" and repeat this with the target
region followed by clicking on "Merge nodes" button. The same have to be done for the contralateral side. All
definitions and connections are merged into the new target node.
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Figure 3.18. Merging of regions.

() Searchresults E——— ) @ )
Name Short name Comment

Olfactory nerve layer L |ONL

Olfactory nerve layer L [OLN Olfactory nerve layer

Olfactory nerve layer B |ONL
Olfactory nerve layer R |ONL

| Cancel || Select |

@ Teilbaum zum Batch-Editieren: Olfactory_nerve_layer_L ﬁ ﬁ h

Enter text to be attached or deleted

| Attach || Delete at the end |

Replace parts of a string by another string

Text to be replaced New text
® Name () Short name

| Replace all umlauts |

Olfactory nerve layer L
Olfactory_nerve_layer L Set target
Copy color scheme | | Merge nodes | | Transfer contours |

Find regions only existing in container: Detection of regions that exist only in the container terminology, how-
ever, not in any variant.

Find errorsin hierarchy:

Find asymmetrical regions: Detects regions that exist on one side only.

Shut all: closes all subtrees.

Open al: expands the whole hierarchy down to the level of leafs.

Left = Right: synchronizes the left and the right part of the hierarchy.

Settings: Opens a dialog to define the layout of the hierarchy. Fonts, font appearance, colors, underscores and

the suffix of terms can be controlled. Furthermore, the node tool tip settings are defined in this dialog. The same
dialog can be opened by clicking on "Settings' -> "Change program settings'.
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Figure 3.19. The settings dialog of the hierarchy layout.

' (® Change settings ® @® ®

4 »| Node size: 4

® Change background color of hierarchy
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) Change color of root
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Version of node names
wxyzl Dixyz 'xy z LEFT
Tooltip options

[v] Aliasnames

Short name

Indegree

Outdegree

Number of Links in Subtree

Number of links coming to subtree
Number of links leaving the subtree
Number of Subregions

[v] volume

Position

» Close project: Selecting this item will close the project and all changes of the project data can be saved. The
configuration of the project (path to images, coordinate system setting etc.) will be saved.

The"Manage hierarchy" dialog should be used if iterative or special changes (copying color schemes, transferring
contours from one node to another, merging nodes) of the hierarchy terms are performed.

The following basic changes of termsin the hierarchy can be performed:

* Attaching or deleting test of all nodesin a subtree.
* Replacing test in the long name or the short name of a node.

* Replaceal umlauts (4, 6, U; e.g. "Fuse area of Kdlliker").
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Figure 3.20. Dialog for iterative changes of terms and special functions to interchange
settings and featuresin between nodes.
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Each node posses basic features like a"long name" an abbreviation (short name). These basic features and some
more features can be edited after clicking on the tab "Brainregion” in the right of the main window.

Figure 3.21. The "brainregion tab" allows to define and edit basic features of a region
in the hierarchy.
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At thetop of thewindow the expression "Rat:NS:CNS:CNL:PACr:PRC:BAF:MBFNC:B" providesthe short form
of the path through the hierarchy from the node "rat" to the node "Basal_nucleus Meynert L". If a particular
region possesses more than one name a "Displayname:” can be selected in this list. The réelation to the parent
region can be determined. "Aliasnames" are listed in atable. Their appearance in reference can be selected from
the bibliography and set in the "Reference field". The "Comment:" can be closed or opened by clicking on the
"-" button. To edit more detailed attribute tables of a particular region, see below (5 Attribute tables). If new
terms and/or abbreviations are added these can be added automatically on the contralateral side by check marking
"Make changes on both sides" and click on the "Accept" button. By clicking with a right mouse click on a row
the following options are available:

1. Add an empty row

2. Duplicate row on which the mouse is pointing

3. Remove row

A right mouse click on afiled of the "Bibliographical Reference”" column offers options for selecting a biblio-
graphic link (where the region has been mentioned). The region specific color (also used for contours, 2D, 3D,
connectivity and simulation visualization) is defined here. A distinct color grading for distinct regions can be

generated here by check marking "Colorize subregions' and "Grade colors of subregion”. Then select the "RGB"
tab define a color by shifting the scroll bars of the color channels.

4. Exchange of data between projects

Sometimes it could be useful to exchange data between projects, e.g., if a complex atlas project with thousands
of contours have been rendered and only afew connections from another project of the same organism should be
added to the atlas project. In the following the procedure to add a hierarchy and all its connectivities and additional
datato a project with rendered contours.

1. Export source hierarchy: Hierarchy -> Export Hierarchy with variants (wait until there appears the message
"File saved.")

2. Target project (Contour export): Contours and surfaces -> Export all contours (wait until there appears the
message "File saved.")

3. Target project (Coordinate system export): Contours and surface -> Export coord system (wait until there ap-
pears the message "File saved.")

4. Deleteroot nodein target project
5. Import source hierarchy in target project: Hierarchy -> Import hierarchy
6. Import contoursin target project: Contours and surfaces -> Contour import -> Open exported contour

7. Import rendered surfaces in target project: Contours and surfaces -> Import surfaces -> Existing surfaces will
be overwritten! Proceed? Answer with "Y es"

8. Import coordinate system in target project: Contours and surfaces -> Load coord system

5. Relations

Now we can add new regionsto the hierarchy by using the right mouse key and clicking on the node that have sub
nodes. The information of anode is shown by clicking on the Tab "Brainregion” in theright part of neuroVIISAS
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main window. Here, it is possible to define the type of relation of a node with regard to its parent or upper level
node. In a new project no types of relations appear in the list of "Relation to parent region”. It is necessary to

define these relations:

1. Right mouse click on any node of the hierarchy.

2. Select "Edit relations’

3. Right mouse click on "Relations’

4, Select "Createrelation”

5. Definearelation, eg., "is part"

6. Therelation "is part" can be assigned to the single node "Nervous system" or in terms of a larger hierarchy
to the whole hierarchy or part of the hierarchy.

Figure 3.22. Definition of relationsthat can be used to establish an ontology.

() Edit relations

=3 Organism
¥ ERat
= [J Nervous_system
e S organs

Search:

[HSB | RGB

L] Relations
7 [ Foundational
0 is_a
[t I+ part_of
% L] integral_part_of
3 u is_part
¢ O] spatial
0L located_in
0 E contained_in
0 adjacent_to
¢ [ Tempaoral
Dy L teancfarmation nf
Mame

Brainregion:
Nervous_system
[_IMake changes on both sides

[IMake changes in whole subTree

D. ®H 0

R 250
G 4
B 4

] =
short name
Relation:
Name part_of
Comment Parthood is a relation between instances,
This rel sfies at least the standard axioms reflexivity, anti-symmetry and || |
transitivity of mereology.
TTRUE: Female pehis part_of body. - Teilvon
FALSE: Femnale palis is_part body. - ist ein Kirperteil von mannlichen und weiblic
hen ksrpern
Function C <part_of= C.1=[definition is a relation between instances (time instances))

for all ¢, t, if Cct then there is some .1 such that C.lc. 1t and ¢ <part_of=cl <
at=t.

P <is_a> P.1=[definition]
for all p, f Pp then there is some p.1 suchthat: P.1p.1 and p <part_of= p.1

6. Attributes

To each node, respectively, region of the hierarchy one or more attributes can be assigned. The attributes can be
defined and administrated in the attribute environment (see figure below).
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Figure 3.23. Assignment of attributesto regions.
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Name

[l Make changes on both sides Short name

[]Make changes in whole subTree Comment

‘ Add selected attributes

Function

Tothenode"Pars cranialis L" theattributes Geometry and Histology are assigned. Thetree (alist isalso possible)
of attributes can be defined by the user. The attribute tree as shown above is not integrated into the neuroVIISAS
system, however, it can be defined by neuroVIISAS and it is stored automatically within aproject file. If acertain
attribute, e.g., "gray matter" should be assigned to a whole subtree then the user have to click on the check box
"Make changesin whole subTree" after selecting an attribute and then click on "Add selected attributes'. A new
attribute can be added or an existing attribute can be deleted by clicking with the right mouse button on a node
of the attribute tree.

7. Attribute tables

The basic elements of an ontology are nodes and relations. The use of relations is restricted because the content of
the ontology are spatially organized regions and not features of the regions that are arranged in the same network
(an acyclic graph). Features of ontologically arranged regions can be defined tables.

1. Click in the "Brainregion Tab" on "Show and edit attribute tables'.

2. Click on "Edit" and then on "Edit tabs and tables".

3. Click with the right mouse bottom into the "Created tabs" window to define a panel of tables.
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4. Click on "Add tab".

5. Then give the table aname, e.g., "General".

6. Click with the right mouse bottom into the "Created tables" window.

7. Select "Create new table"

8. Click on the "new table" with the right mouse bottom and give the table name, e.g. "Spatial location”
9. Press"Accept"

10.Click with right mouse bottom into columns of the table to generate a new column

11.Give the column a name, e.g., "Definition"

12.Specify the "Column type', e.g. "Text"

13.Click on"Spatial Location" tableinthe"Managetabs' windowsunder " Created tables" and pressthe"+" button
to assign the table to the table panel "Genera"

14.Close the "Manage tabs" window by clicking on the cross in the upper right window corner.

15.The new table panel "Genera" with one table "Spatial Location™ only, will be shown.

This table panel and table definition will be used for all terms of the ontology and can be modified (with new
tables and panels) dynamically. However, it is not possible to define individual panels and tables for single terms
of the ontology. The result of the definition process described above is shown in the following figure.

Figure 3.24. Attribute tables can be defined using the table generator.

E3 ) Nervous_system_L
Edit View

General

p—
[7] spatial Location =

Definition
he nervous system of the rat consists of the peripheral and central nervous system.

Discard Accept

We have added text in the first row of the table by clicking on the empty row and terminating the text input by
pressing "Accept". By clicking with the right mouse bottom in the row with the text a new row can be generat-
ed. A more complex definition of a many panels (Specia information, Chemoarchitectonics, Electrophysiology,
Quantitative information) with many tables (Definitions, Functions, Cell populations, Commentaries) is shown
in the following.
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Figure 3.25. Somefeatures of region are have been added to a subtable of the table panel.

AAAAAA

8. Project statistics

To obtain an general overview of the quantitative features of a project the project statistics can be computed by
clicking on "Analysis' -> "Project statistics". If the project is large then the computation will take afew seconds.
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Figure 3.26. Upper part of the project statisticstable.

s Project statistics cnsLR111 ) |
Publications cited in connections 3796
FPublication is not a tracttracing study in the normal adult rat 1996
Fublications not analysed yet 2254
Mumber of ohservations 661989
Mumber of regions 38223
Mumber of leafs 28666
Mumber of region names 53806
Mumber of region abbreviations 42623
Mumber of regions with contours a1
Maximum hierarchy depth 21
Mumber of connectivity data 494160
Mumber of existing connectivities 450027
Reciprocal edges 36045
Mumber of paths 1903
FPath length=2 281
Path length=3 956
Path length=4 8
Fath length=5 40
Fath length=6 18
Mumber of collaterals 56
Mumber of targets=2 28
Mumber of targets=3 12
Mumber of targets=4 10
Mumber of targets=5 2
Mumber of targets=@ 4
Weight (Connectivities) All IPSI CONTRA
unknown 6511 6181 330
fibhers of passage 8426 5761 2665
not clear 5457 4601 856
exists 136917 100191 36630
not present 316490 20604 11080
very light 35201 17942 17259
light/ sparse 1053749 T3T76 31601
light! moderate 16120 BO17 8103
muoderate/ dense 54582 47812 12070
moderatel strong 3911 2708 1202
strong 80913 58797 22113
very strong 3653 3001 652
Weight (Experiments) All IPSI CONTRA
unknown 34985 34805 a0
fibhers of passage 10859 7885 2674
not clear 9053 7935 1118
exists 1897565 146749 50816
not present 45339 31307 14032
very light 52527 28555 23972
light/ sparse 135795 99297 36448
light/ moderate 22659 10617 12042
moderate/ dense 81032 65368 15664
moderate/ strong 7132 3606 3526
strong 91866 68213 23653
very strong 47T 3401 776
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Figure 3.27. Lower part of the project statisticstable.
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i 282 |EE] [569 143 |344 3042 5392 10104 12257 11939 10916 8678 2055 1270 |302 198 4 0 0
12 196 82 416 224 370 2878 |5087 9387 12405 13812 12121 EEEH] 2916 1684 l£7 1031 182 0 0
13 139 171 682 307 508 3111 11178 16138 14505 16716 26393 14364 5280 2927 584 387 210 0 0
14 54 109 342 182 594 3435 13345 17387 12654 13312 16111 12222 4738 3113 535 350 148 4 [
15 38 i 108 92 T4 408 1012 3030 3477 4006 4623 3999 1842 1053 302 114 26 0 0
16 8 0 46 16 6 270 524 1104 2138 2130 1803 1609 1358 939 384 136 22 El 0
17 2 0 2 14 0 |68 122 322 587 636 872 530 408 284 334 32 8 14 4
18 0 0 0 10 0 154 72 326 600 347 301 254 144 141 86 1474 1458 1000 0
19 0 0 0 0 0 20 74 ’ﬁ 244 92 146 m 58 132 30 104 1186 672 0
20 0 0 0 0 0 16 0 ‘70 64 38 60 ‘30 40 40 24 0 2 4 0
21 0 0 0 0 0 B 0 0 0 0 [0 o 0 0 0 0 0 0 0

Qutdegres Ipsilateral Outdegree Contralateral Indegres Ipsilateral Indegres Contralateral
Lateral_hypothalamic_are...|1294 Locus_coeruleus_R 596 Lateral_hypothalamic_are... 750 Superior_colliculus_L I
Lateral_hypothalamic_are...|1293 Locus_coeruleus_L 695 Lateral_hypothalamic_are... 759 Superior_colliculus_R 451
Locus_coeruleus_L 1024 Gigantocellular_reticular_... |450 Nucleus_of_the_solitary_t... 688 Periagueductal_gray_L 425
Locus_coeruleus_R 1023 Gigantocellular_reticular_. |450 Nucleus_of_the_solitary_t.. 688 Periaqueductal_gray_R 475
Gigantocellular_reticular_.. |747 Pedunculopontine_tegme... [325 Paraventricular_hypothala... 852 Cuneiforme_nucleus_L 404
Gigantocellular_reticular_.. [747 Pedunculopontine_tegme... |325 Paraventricular_hypothala... |52 Cuneiforme_nucleus_R 404
Raphe_magnus_nucleus._.. |650 Caudal_part_of_ventral_Io... 306 Parabrachial_nucleus_L 636 Centrolateral_thalamic_n... 397
Raphe_magnus_nucleus... |650 Caudal_part_of_ventral_lo... 306 Parabrachial_nucleus R [636 Centrolateral_thalamic_n... [397
Koelliker_Fuse_nucleus_L |605 Primary_somatosensory_... 281 Infralimbic_cortex_L 509 Lateral_hypothalamic_are .. |384
WKoslliker_Fuse_nucleus_R 605 Primary_somatosensory_.. | 281 Infralimbic_cortex_R 500 Lateral_nypothalamic_are .. 384

Regions with contours and no conneclivity

Forceps_major_of_the_corpus_callosum_L
Splenium_of_the_corpus_callosum_L
Anterior_commissure_anterior_part_L
\Anterior_commissure_intrabulbar_part_L
Anterior_commissure_posterior_pan_L
Lateral_recess_of_the_dth_ventricle_L
Mammillary_recess_of_the_3d_ventricle_L
Pineal_recess_L
Forceps_major_of_the_corpus_callosum_R
Splenium_of_the_corpus_callosum_R
Anterior_commissure_anterior_pan_R =

9. Connections

A further basic source of datain neuroVIISAS are connections between regions. These connections are represen-
tations of neurobiological connections that have been described in tracing publications. To define connections be-
tween regions a manual editor can be used or structured text table asa*.csv file can be imported. In the following
both methods will be described.

If the "Edit connections' window is minimized on a Linux Desktop then the main window of neuroVIISAS waits
for a user interaction (every key and menu is blocked) in the "Edit connections' window. To bring the "Edit
connections" window back press Alt+Tab and move with Tab to the "Edit Connections" window.

1

2.

Click on "Edit connections" in the left part of the main window. The "Edit connections" window appears.
Search the source region for the connection by writing it into the field "Name", e.g., striatum.

Select Caudate _putamen_L from the hierarchy view.

Click on the button "New connection”.

Click on "From" respectively "Fr...". Then Caudate putamen_L (the left caudate putamen region) is set asthe
source region for the connection.

Search the target region for the connection by writing it into field "Name", e.g., nigra

Select Substantia_nigra_compact_part L from the hierarchy.

. Click on the button "To:". Substantia nigra_compact_part L is set as the target in the target field and the

connectionname F_CPu_L_T_SNC L (From CPu Left To Substantia nigra pars compacta L eft) is generated.

Now the Weight can be selected and further specifications of the connection like " Transmitter”, "Effect", "Cell
type", "Receptor” (the items of these specifications can be generated by the user because text files in a subdi-
rectory of the neuroVIISAS program directory are read by neuroVIISAS).

10.Then the connection can be specified with regard to ipsilaterality, contralaterality and bilaterality. If the check

box "Symmetric" is selected only then an ipsilateral reciprocal connection is generated
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that consists of the following two connectionss F CPU L T SNC L (the primary definition) and
F SNC L_T CPu L (thereciprocal connection that was generated automatically by neuroVIISAS).

11.If the connection should be generated in the left and right hemi sphere automatically then click on the check box
"Create automatic" and select "Ipsilateral”. Then the two connections F CPu_L_T _SNC L (left hemisphere)
and F CPu_R T _SNC_R (right hemisphere) are generated.

12.If "Bilateral" is selected then neuroVIISAS will generate 4 connections (2 ipsilateral and 2 contralateral):
FCPuLTSNCLFCPURTSNCRFCPULTSNCRFCPURTSNCL,

13.These connections can be deleted by selecting the connection in the connection table and clicking on "Delete
connection”.

14.Each connection can be assigned to a reference by opening on the "Bibliographical Reference" listbox and
selecting areference. References can be administered by the external JabRef application (they should be stored
in alS0O-8859-1 (=Latin 1) character set). If a Bibtex key of areference should be changed in neuroVIISAS,
the "Settings" menu of main window must be opened and "Change project settings' has to be selected then
click on "Rename BiBTex-Entry". The path to the BiBTEX file that contains all references can also be changed
within the project by opening "Settings' -> "Change project settings" -> "Choose new document directory”.

Figure 3.28. The" Edit connections window
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The Tab "Experiments” (figure below) allows to set certain projection specific featureslike:
1. Soma: Abbreviation of the location of the soma (=source) of a connection (=projection).
2. Terminal: Abbreviation of the location of the terminal (=source) of a connection (=projection).

3. Determination of brain region can be defined after clicking on the button right hand site below the "Soma:"
entry.

4. Cat: A "Category" (a character variable) can be used to classify a connection according to the quality of the
report and the experimental labelling density (Burns, 1997, p. 44)
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5. Cat#: "Category number" (an integer variable) from 1 - 13 for the "Category" variable.
6. Tracer: Abbreviation of the used tracer, e.g., PHAL (Phaseolus vulgaris).

7. Con. Strength: The connection strength is the verbal description or semiquantitative estimation of the number
of somata (efferents) which project to atarget or the number of or density of terminals (afferents).

8. Tracing Type: Abbreviation for anterograde = "a", retrograde = "r", anterograde and retrograde "a/r" or no
information of tracer in areview publication: "review".

9. Tracer Code: Abbreviation of atracer: PHA-L, TB (True blue), FG (Fluorogold) etc.

10.Connection type: IPSI, CONTRA, IPSICONTRA, LL (within the left site from a |eft region to another left
region), RR (within the right site from aright region to another right region), LR (only from left to right), RL
(only from right to left). Unilateral Connections of regions which are asymmetric (like the left ventricle of the
heart) with regard to the median axis of the body can be encoded by U-type: UL (the unilateral region which
do not have a contralateral region has a connection aregion of the left side. The region of the left side must
have a contralateral region). Same for UR with an unilateral region and a bilateral region of the right side.
Furthermore, LU, RU and a UU connection is possible.

11.Case: The number of atract-tracing experiment within a publication.
12.Soma notes. remarks regarding the soma (neurotransmitter, receptor, protein or gene expression).

13.Terminal notes. remarks regarding the terminals (neurotransmitter, receptor, synapses).
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Figure 3.29. The connection specific data are shown in the " Experiment tab". Here, 9
experiments (two of the same report) describe the same connection from the CPu to
SNC. Krzywkowski:1999 used WGA-ApoHRP asaretrograde (r) tracer and reported
and projection strength, respectively, weight of 3, ipsilateral.

Experiments (9) | Brainregion |
Bibliographical Reference

|
Bunney:1976 Soma: |CPu |
Sloniewski:1985 D
Clarke:1987 i
Berendse:1992a Terminal: |SNC |
Boyes:2003 D

Boyes:2003 Cat: Cat#: ’7
g;zr:hw::’g‘?f:;llgg Tracer: Con. Strength: @
Marani: 2008 Tracing Type: D Con. Density: D
Tracer Code: WGA-ApoHRP |
1 M [T»] Connection type |IP5I |v|

Delete Case: | |

Soma Notes:
Calretinin

Terminal Notes:

To allow the selection of groups of tracers (viral, non-viral) for a connectome analysisit is possible to click on the
bottom"More" to open atable of thosetract tracing substancesthat have been already importedinto aneuroVIISAS
project and to indicate if atracer belong to a particular group of tract tracing substances:
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Figure 3.30. Tablefor interactive tracer classification.

) Edit connsctions [ORORES]
Tree hierarchy | Name | Collaterals | Paths Connection to Lateral_posterior_thalamic_nucleus_L from:
Name Publication Brainregion Weight
LH_L—+Rhg_L—+ADRE_L Kerman 2008 a || [Subiculum_L T|a
VLPAG_R—DWM_R—GiA_R—MuscGC_R Kerman:2008 Retrosplenial_regions_L 1]=]
FaPAR_R—DM_R—GIA_R—MUscGC_R Kerman 2008 Cingulate_cortex_L 1
LH_R—RWg_R—MuscGC_R Kerman.2008 Farietal_association_cortex_L 3
VLPAG_R-—DWM_R—GiA_R—ADRE_R Kerman:2008 Primary_visual_cortex_L 2
PaPAR_R—DM_R—GiA_R—+ADRE_R Kerman:2008 [Secondany_somatosensory_corex_L 3
LH_R-RWMg_R-ADRE_R Kerman.2008 Frelimbic_cortex_L 1
MeOb_L—SolCe_L—AmbC_L—0rgsOesC_L Broussard:1998 Infralimbic_cortex_L 1
MeOb_R—SolCe_R—AmbC_R—0rgsOesC_R Broussard:1998 ‘Temporal_association_arsa_2_L 3
F_LSolCe_L +AmbC_L +0rgs0esC_L Broussard:1998 Accessory_optic_system_L 3
P_R—S0lCe_R—AmbC_R—0rgs0esC_R Broussard:1998 Medial_terminal_nucleus_of_the_accessory_oplic_tract_L -3
WMEC_L—+50/Ce_L—AmbC_L—0rgs0esC_L Broussard1998 Pretecta_region_L 3
WEC_R +S0iCe_R AMbC_R +0rgs02sC_R Broussard:1998 NUCIEUs_of_the_optic_tract_L 7]
SollM_L—SolCe_L—~AmbC_L—0rgsOesC_L Broussard:1998 Superior_colliculus_L 3
SollM_R—SolCe_R—AmbC_R—Orgs0esC_R Broussard:1998 Superior_colliculus_R -0,5]
Soli_L+S0iCa_L -AMPC_L +0rgs0esC_L Broussard:1998 Superior_colliculus_suparicial_layars_L 3
Soli_R—SolCe_R—AmhC_R-0rgsQesC_R Broussard:.1998 Superior_colliculus_superficial_layers_R -0.5)
Mye_L—Pr_L—-DTg_L—LM_L Brown:2005 Superficial_gray_|ayer_of_the_superior_colliculus_L 3
WVa_L DTy L +LM_L Brown=2005 Retina_L 7]
We_L—PRN_L—-DTg_L-LM_L Brown:2005 Dorsal_pari_of_the_lateral_geniculate_complex_L 3
Mye_L—+S5Ge_L—-DTg_L—LM_L Brown:2005 Mesencephalic_reticular_formation_L 2
WVa_R Pr_RDTg_R +LM_R Brown=2005 =\ ||Parabigeminal_nucleus_R 05
FRN_R—DTg_R—LM_R Brown2005 |Anterior_pretectal_nucleus_L 7]
Mye_R—~5Ge_R—DTg_R—LM_R Brown:2005 Lateral_extrastriate_corex_L 3
Acs5_L IMLT1_L ~ADRE_L Buijs1999 Medial_sxtrastriate_corex_L 7]
Acsh_LIMLT2_L—~ADRE_L Buijs1999 | ||Posterior_thalamic_nuclear_group_L 0,5|—
= mm 2 na incarta |
_______ T (— r e —— ——
B Tiacer code g @ &
[ Bibli i I i (3) [ Brainregion |
Add row Tracer code Viral = Longname
_ - - PAVR v | ||Conde:1995
Add column with new category of information = = |[conte:2009 |:
ji Iv] Risold:1995
Add all tracer codes from project ADVg ] — ’7 T ’17
Save changes GP120 ™ 4 —
= = vl Tracing type: |1 cat:
Reload table discarding changes "E%] v
R = Tracer code [TE+DY || More
FRV, CTB vl Case: | |
PRV-Ba-Gal v Delete | Aadattribute |
Pseudorabies virus v
Pseudorabies virus, FG vl Soma notes:
RV v
[125NT Ll
3HLeu O
3H|Leu, Prol, Lys, Hist, Tyro Mix
[3HIMPTP
[3H]NA =
F_LP_L_T ParP_L 3 [ Update weights |
F_LP L TRSL 3 Terminal notes:
F_LP_L_T_V2M_L 3 Find error
FLP_L T _Parl_L 1 [ Double links Il Non conform syntax ]
F_LP_L T _CPum_L 2)
FLP LT CPupL 3 | searchfor double entries || Show all tracing types ]
F_LP_L_T Co L 1
F_LP L T SC_R 0,5 —
FLP LT PPToL 3 [ Import i Synchronize sides ]
F_LP_L_T VR_L 05| I Close |

The "Edit connections" windows offers advanced administrative tools:

1. Thesearchfor aauthor (encoded in aBibtex key) is continuous. If the author "Meddl€" should befound click on
the search list window and type in "M" and then "€" and the display jumpsto Me... Then confirm the selection
with "Enter" and just pressthe"Empty space” key to execute afurther search to find all connections mentioned
in this publication.

2. If left and right hemi spheric connections were defined then asymmetric connections can be detected by pressing
the button "Find asymmetric connections”.

3. The button "Update weights" performs a control of weights within als experiments of al connections. If ex-
periments are found that describe the same connection with different weights then the largest weight is set as
an operation weight for further analyses (Advanced connectivity analysis). If their exist weights that do not
match the numeric format or the weight classes that were defined then these are indicated as corrupt weights.
If corrupt weights were found atable is opened to change these weight definitions. Move the mouse over athe
weight column to obtain alist of keysthat can be applied to correct aweight.

4. The "Double links" button searches for connections that are established more than one time with the same
bibliographic and experimental data.

5. The "Non conform syntax" button searches for link hames that have a problematic syntax.
6. The "Search for double entries" button searches for double entries in experiments.

7. The "Synchronize sides' button synchronizes the connections of the left side with the connection of the right
side and vice versa
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Figure 3.31. Advanced toolsto administrate connections.
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Toobtainalist of all publications of the references.bib file from which connections were read out the " Info" button
must be pressed. Bibtex key that are not found in the references.bib file are listed and can be corrected either in
the references.bib file or by renaming the Bibtex key (see "Rename BiBtex-Entry").

Figure 3.32. List of connections that were read out of publication. Bibtex keys that can
not be found in the bibtex referencelist of the project are indicated.

BO 0 ®

Index Name Edge count Notes

27 Rouillier:1991 cation is missing in references.bib |~
28 Al-Khater:2006 blication is missing in references.bib |
29 omburg: 1691 cation is missing in references

30 eibach:1977d cation is missing in references

31 eDoux:1987 cation is missing in references

32 chmitt: 2009 cation is missing in references

33 Hay-Schmidt-2003 cation is missing in references

) ishi: 2006

cation is missing in references

jonhson: 1992
ernadis: 1987

5 cation s missing in references
6

7 ernardis:1987

8

9

cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
on is missing in references.
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references
cation is missing in references

e Zeeuw:1993
Tomimoto:1987b
Cenquiza:2007
Cebrian:2009
Cebrian:2005
Fabel:2002
Gray:1992
Nowak:1993
Bianco:2009
Beretta:1991

Shibata:1893c

Olavarria: 1982

cigle2lelelelele e e e ele e ele e elele e elelele|e
2

5 Lipowska:2000 cation is missing in references
05! O'Hearn:1684 cation is missing in references
052 Redgrave:1987a cation is missing in references.bib [=|
053 Li:1995¢ cation is missing in references.bib ||
S 1 .

If an experiment should be added to an existing connection the "Add" button has to be pressed. An experiment
can be removed from aparticular connection by pressing the "Remove" button. If amistake within an experiment
of aparticular publication has been found the experiment can be corrected and assigned to all connections within
the publication or a subset of the connections of the publication that is listed in the connection list. A new exper-
iment can be created by pressing the "Create new experiment” button. The experiment is assigned to a specific
connection that has been chosen from the connection list. If "Take over last experiment” is checkmarked then the
last experiment is assigned to all connection that have been highlighted in the connection list.

The second possibility to add connectionsaimsto import structured lists of connectivity tables generated in spread-
sheet applications like Microsoft Excel® or OpenOffice Calculator©. In the following figure the basic structure
of the connection table is shown:
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Figure 3.33. Connectivity table with header row in a spreadsheet program.
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0 0 Olafisid 1985 HRP LS IPSI 80 IPSI a
SChonz 3 Oldfield 1985 HRP s P51 SChpnz IPSI a
PHA 05 HRP Ls CONTRA PHA IPSI a
Ls 3 HRP AHA IPSI s IPSI r
LS 3 HRP LH P8I Ls IPsI r
53 v o i s i ;
LS 1 HRP PT IPSI s IPSI r
Ls 1 Oldfield: 1985 HRP BST IPSI Ls IPsI "
LS 3 Olafield: 1985 HRP PMD IPSI s IPSI r
LS 3 Oldfield 1985 HRP PMY P51 s IPSI r
Ls 3 Oldfield: 1985 HRP SuM IPSI Ls IPSI 0
Ls 1 HRP PHA IPSI Ls IPSI r
MHb 3| HRP VMse P8I MHD IPsI r
S0pnz 4 HRP VMS#E IPsI sopnz IPSI a
Papnz 4 HRP VMSe IPSI Papnz IPSI a
SChpnz [} Oldfield: 1985 HRP VMSe IPSI SChpnz. IPsI a
50 1 Olafield: 1985 HRP VMSe IPSI S0 IPSI a
PV 2| Oldfield 1985 HRP VMSe P51 PV IPSI a
PT 2| Oldfield: 1985 HRP VMSe IPSI PT IPSI a
AV -05 Oldfield: 1985 HRP VMSe IPSI A IPSI a
AM -05 HRP VMse P8I AN IPsI a
w05 v s i at i i
Re -05 HRP VMSe IPSI Re IPSI a
WMSe 3| HRP AHA IPSI VMSe IPsI a
VMSe 3 HRP LH IPSI WMSe IPSI a
VMSe 3 Oldfield 1985 HRP PV P51 VMSe IPSI a
VMSa 1 Oldfield: 1985 HRP PT IPSI VMSe IPSI a
VMSe 1 Oldfield: 1985 HRP BST IPSI WMSe IPSI a
30 PMD WMSe 3 Oldfield: 1985 HRP PMD P8I WMSe IPsI a
3 PNV VMS# 3 HRP PMY IPsI VWS IPSI a
32 SuM WMSe 3| HRP SuM IPSI VMSe IPSI a
3 PHA WMSe 1 HRP PHA IPSI VMSe IPsI a
34 M MPA 1 HRP am IPSI MPA IPSI r
k- BM AHA D5 HRP BM P51 AHA IPSI r
K BM Pa 1 Oldfield: 1985 HRP BM IPSI Pa IPSI 0
3i M S0 -05 Oldfield: 1985 HRP BM IPSI s0 IPSI r
38 BM LOT -05 Oldfield: 1985 HRP BM P8I LoT IPsI r
3 BM Tuo -05 Olafield: 1985 HRP BM IPS1 Tuo IPsi r
a0 BM CPUv -0.5 HRP BM IPSI CPUy IPSI r
4 BM Cl -05 HRP BM IPSI cl IPsI "
42 M LS 2 HRP BM IPSI LS IPSI r
a3 EM A 2| HRP BM P51 A IPSI r
44 Me BST 3 Oldfield: 1985 HRP Me IPSI BST IPSI 0
a5 Me Pe 0| Oldfield: 1985 HRP Me IPSI Pe IPSI r
A Me 50 0 Oldfield 1985 HRP Me IPSI S0 IPsI T
i e W 05 ooteiators P e i e i ;
18 BL MPA 1 Oldfie HRP BL IPSI MPA IPSI r
43 BL AHA 05 Oldfie 9B5 HRP BL IPSI AHA IPsI "
50 BL Pe 1 Olati 985 HRP BL IPSI Pe IPSI r
51 BL 50 -05 Olafie 965 HRP BL P51 s0 IPSI r
52 BL LOT -0,5 Oldfie 9B5 HRP BL IPSI LoT IPSI 0
53 BL Tud -05 Oldfie FH HRP BL IPSI Tuo IPSI r
05 Oldfield: 1985 HRP BL P8I CPUv IPsI r
05 | ootwises  Hee oL i Gl i ;
2| Oldfield. 1985 HRP BL IPSI Ls IPSI r
2| Oldfield: 1985 BL IPSI Ac IPsI "
1 ACo IPSI MPA IPSI r
05 ACo P51 AHA IPSI r
1 ACo IPSI Pa IPSI 0
-05 ACo IPSI s0 IPSI r

Thefirst row contains the header, respectively, column information and must be exported to the text file that will
be imported by neuroVIISAS.

Meaning of columns:
1. S: primary abbreviation of the source (where the somata of a connection are located)
2. T: primary abbreviation of the target (where the terminals of a connection are located)

3. d: density of connection (labelling density, semiquantitative estimation of the number of retrogradely traced
somata or anterogradely traced terminals)

Weight (d) Meaning
-3 unknown weight

-2 fibers of passage

1 not clear

-05 exists

0 not present

05 very light

1 light, sparse
15 light to moderate
2 moderate

25 moderate to strong

3 strong
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4.

8

9

Weight (d) Meaning

4 very strong

IC: indicatesif the connection iswholly ipsilateral, contralateral or bilateral (i, ¢, ic, i>c, c>i) (see Burns, 1997,
p.41).

Nc: Number of publications that reported a specific connection (see Burns, 1997, p. 301).
Reference: Bibtexkey of areference (see JabRef figure below).

I: Tracer abbreviation (in the work of Burns, 1997 p. 41: | isalabel of a specific experiment).
Case: Number or code of atract tracing experiment within a publication.

M: Code for the type of tracer (Burns, 1997 p.41).

10.) . Labelling density of the connection report (Burns, 1997, p.41), see also the "d".

11.Soma: Abbreviation of source region where the some is located.

12.Soma Notes: Notes about protein, gene, receptor expression of the soma.

13.Somaipsi - contra: If the projection isipsilateral: IPSI; If the projection is contralateral: CONTRA.

14.Terminals: Abbreviation of terminal region where the terminals are located.

15.Terminal Notes: Notes about protein, gene, receptor expression or synapse features of the terminals.

16.Terminal ipsi - contra: If the projection isipsilateral: I1PSI; If the projection is contralateral: | PSI.

17.T: tracer transport direction: a anterograde, r: retrograde, a/r: anterograde and retrograde.

The abbreviations of source and target regions are case-sensitive. They should be exactly written as the primary
abbreviation of the project where the connectivity file should be imported. In order to facilitate the input of con-
nectivity datainto the spreadsheet table the following features of neuroV11SAS support this work:

1

By clicking on a region within the hierarchy window and hitting the key combination Ctrl+d or Strg+d the
longname of the region is copied to the temporary buffer. After selecting afield in the spreadsheet application
the content of the temporary buffer can be copied directly into it by (Ctrl+c or Strg+c).

. If aregion in the hierarchy window is selected by a mouse click, the primary abbreviation is written to the

temporary buffer and can directly copied, e.g., into a spreadsheet application.

. Inthe"Brainregion" Tab you can select the abbreviation field and double click on the abbreviation (not behind

the abbreviation within the abbreviation field) and then perform explicitly Ctrl+c.

. If alongname has been searched and alist of longnames with primary and further abbreviationsarelisted in the

search result table then the primary abbreviation of the first row is copied to the temporary buffer and can be
inserted directly in the spreadsheet application by Ctrl+c or Strg+c. If another abbreviation should be used from
the search results table just select the field and perform Ctrl+c or Strg+c. In the case of multiple abbreviations
all abbreviations will be copied. To copy only the first abbreviation (which is necessary for importing new
connections) perform aright mouse click on the abbreviation field and select "copy".

. It may occur quite often that a subdivisions, subregions, parts of subdivisions are not defined in the hierarchy.

As described above new regions can be added easily (Right mouse click on father node of the new node and
then select "New node"). Then the longname of the new region and a new abbreviation can be edited. After
pressing the "Accept" button the primary abbreviation of the new region is copied to the temporary buffer and
can be directly inserted into the spreadsheet application by Ctrl+c or Strg+c.
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The table must be exported as a text file without delimiters around the table elements, however, with one tab
delimiter between each column (see figure below).

Figure 3.34. Structur e of connectivity text filethat isintended to beimported in the" Edit
connections' window.

"1 O oumelatses.cov-Kwrite ®e @
Datei Bearbeiten Ansicht Extias Einstellungen ~Hilfe
v &
Neu Offfen  Spaichem Spachem unter  Sehieten
Is T ] I Ne Reference 1 Case” M a
&

Terminals Terminal Notes Terminal 1psi - contra

EEEE

1985 HRP
1885° "HRP

23

SSSSSSSSS2 2222222222222 S22222S2S28S S22 S2 2222228282888

Zeile: 1 Spake: 1 EINF ZEILE  Oldfieldf985.csv

The number of connections and complex terms of subregions can be quite large. To support the selection of
abbreviations of sources and targetsfor connection coding in spreadsheets a" Search history" tool can be activated
by selecting"View" ->"Open search history list". Then atableisshown which containsthe region abbreviation and
longnamesthat have been searched before. Only thefirst most similar hit of the search list will be put automatically
inthe search history list if the user leaves directly after a search session neuroV I1SASto switch to the spreadshest
application where the region abbreviation should be copied. Furthermore, al regions are automatically copied
to the search history list, which were selected by interactive navigation through the terminology followed by a
directly switch to the spreadsheet application.
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Figure 3.35. Regions are added to the search history (upper left) after search (upper
right; first hit of search iscopied to the search history list) and directly switch to another
application (lower left) or after navigating through the hierarchy of regionsor generating
a new region (lower right) and directly switch to another application.

CAl @ Left O Right
Input 7] Output

Aiasnames Shortnams [ ot ot [ |
/Ac, Ach, ACB, NACc, nAch, NAS, Acc, NAC, NAC 766 3 g
578

ac p
lACvl 0

s, ACVII 0
cG

Open search history list

e on £
)& dE SH O e XNODC-& D
Aral Vi VB iU EE=EE
Vi = A - [-]

5 | ¢ [ b [ & F c = Ef

1 [CAIW
> 0

h,

Tabellet /4 Tjet 5

Suchen v

Tabelle 111 | Standard =G summe=0 | — e + [ 100%

The coding of collaterals and pathways (transsynaptic virus tracing) is shown in the following. It also includes an
overview of all possibilities of coding. It isimportant to note that the laterality code may use only the following
valuesLL (left toleft exclusively), RR (right to right exclusively), LR (left to right exclusively), RL (right to left
exclusively), IPSI (Ieft to left and right to right), CONTRA (left to right and right to left), IPSICONTRA (left to
left and right to right and left to right and right to left). For colateral, transsynaptic pathway coding it is allowed
touseLL, RR, LR or RL exclusively. IPSI, CONTRA or IPSICONTRA is not allowed for coding colatera or
pathway connections. Sometimes a pathway has been documented in transsynaptic virus studies, however, the
regionslying in between the source and target are not documented. In these casesit is necessary inthe"T" (tracing
type) column the code "t".
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Figure 3.36. Coding of connectivity asused in the following figure.

Left . Right Laterality | Modality Tracing type\ Spreadsheet coding

A — B ‘ ‘ |_|_ I I As‘ ETIH . ImnrmDu II . ‘inmibilr-comra ‘TG Imca:w
1| a4 B rmzince PHAL LL a
il s T8 | Somaipsi-contra T Modality
1
A—B A—B  LL+RRorlPSI g Dr—
| i s B PHAL RR a
A B LR
‘ ‘ Qr CONTRA s Td Reference | Somaipsi-contra T Modality
L] Yra ol 3
A< B RL N N T R—"
10 A B 2xyz, 20089 PHAL RL a

Ad4—» B CONTRA

A—B A—B
A B

IPSICONTRA | © IR e

| 13 8 Td Raferance | Soma ipsi-contra T Modality
A—-B-—-C LL (never use IPsi or conTRA here)| P tma, tmr, tma/r - T e B s
L] 8 Td ! Boma ipsi-contra T Wodality
A PRY L e P
A—-B-C—=D LL (never use IPsi or conTRAhere) P tma, tmr, tma/r | - - PRV L P
‘ 19 C D PRY LL mr
A—-7?7—-C LL (never use IPsi or conTRA here) P ta, tr, ta/r i‘ R B v T e
2| s Td Reference | soma ipsi-contra T Modality
A—=?72—-7->D LL (never use IPsi or conTRAhere). P ta, tr, ta/r B D e e o b
B 4| s Td Reference | Somaipsi-contra T Wadallty
5 A B 2 CTe L r c
A—{ ‘ ‘ LL (never use IPsi or conTRA here) C ‘ a,r alr | m| 4 c o L v
~
o
__Jr B F| 5 T4 Reference | Somalpsi=contra T Maodality
o B 4B gz 2008 CTe LR rc
A—————_ ) LR (never use 1Psi or coNTRA nerej C a, ralr i N d Zerom o R F
{-‘ Il
B ‘ ‘ n s Reference | Soma ipsi-contra T Modality
el g CTB C
A C LL (never use IPSI or CONTRA here) C a,r alr -~ T i
n e A CTB LL r
1_5 T d  Reference | Soma ipsi - contra T Modality
LL (never use IPSI or CONTRA here) P, C 2a B 272008 PRV LL tmr P
| il C 2 Xyz:2003 PRV LL tmr P
4 C 0 2| Xyz: 2008 PRV LL tmr
5 A B | 2Wm2003 PRV LL tmr P
A—B—C—D 6 0B c | 2xz008 PR [IL tmr P
A—)B*}C*} E Tic E | 1%w3000 PRV L tmr
8 A B 2 Xyz:2003 PRV LL tmr P
A_’B_)C_’ F s B C 22003 PRV L tmr P
D 100 F | 2Mp0E PRY L e
0 0 | 2Me20d OB L PR
Tz L B 2w CTE L 2 c
E : | 13 [c |F 2yr2003 CTB |LL a

The modality column is used to indicate if the description or coding of a colateral begins ("C") or the coding of
a pathway with more than one internode ("P). The row that contains the last colateral or pathway node does not
havea"C" or "P" in the Modality column!
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Figure 3.37. Therowsof thiscoding tablerefer to the previousfigure.

A | B |c|D]|E] F | G b LI oKL M [ a | P la] R

; S T dIC  Nc Reference | Case M A Soma Soma WIPSI Terminals Terminal Motes Terminal ipsi- contra T Modality
2 A Bl 05 XYZ:2010 PHAL A IPS B IPSI a
3 A Bl 05 XYZ:2010 PHAL A CONTRA B IPSI a
A A B 05 XYZ:2010 PHAL A IPSICONTRA B IPSI a
5 | A Bl 05 XYZ:2010 PHAL A LL B IPSI a
_6 | A Bl 05 XYZ:2010 PHAL A RR B IPSI a
7 A B 05 WYZ:2010 PHAL A LR ] IPSI a
N A B 05 XYZ:2010 PHAL A RL B IPSI a
9 | A Bl 05 XYZ:2010 PHAL A LL B IPSI a C
10| A cl 05 XYZ:2010 PHAL A LL c IPSI a
n A B 05 WYZ:2010 PHAL A RR ] IPSI a C
12 A B 08 XYZ:2010 PHAL A RR B IPSI a
13 | A Bl 05 XYZ:2010 PHAL A RL B IPSI a C
14 A Bl 05 XYZ:2010 PHAL A RL B IPSI a C
BER A B 05 WYZ:2010 PHAL A RL ] IPSI a
16 | A B 08 XYZ:2010 PHAL A IPS| B IPSI a
7 A Bl 05 XYZ:2010 Pseudorabies A LL B IPSI a P
18 | B cl 05 XYZ:2010 Pseudorabies B LL c IPSI a
19 A B 05 XYZ:2010 Pseudorabies A LL B IPSI a P
a0 | B c 05 XYZ:2010 Pseudorabies B LL c IPSI a P
2 c Dl 05 XYZ:2010 Pseudorabies c LL D IPSI a
22 | A Bl 05 XYZ:2010 PHAL A RL B IPSI a C
73 A cl 05 XYZ:2010 PHAL A RL c IPSI a C
A A p| 05 XYZ:2010 PHAL A RL D IPSI a

To allow more flexibility it is possible to import connectivity tables with non standard columns by selecting
"custom table" after clicking on "Import" button in the "Edit connection” window, like a"Description of source"
and a" Description of target” column as shown bellow. Complex tableswith connectionsand additional information
(or just tables with other sequences of source and target columns) can also be imported by selecting "Import" ->
"Custom"”. After selecting the csv-file atable header preview alows to change delimiters:

Figure 3.38. Table header preview.

B © mport ©e ®
Field separator: ﬂ
First line is tableheader
Descri.. 5 T Descript.. | d IC Mo Reference Page Case M A Soma |Som...|Som...|Term. |Term..|Termi.. | T Modal... Princ.. [ Ascen... | Pathw. ..
FE BSTAL...|ventrola... |3 i>c Bienkowski.2.. FG PE P51 |BSTA. IPS] r
FE ESTFu... |ventrola...|3 i>C Bienkowski:2.. FC FE IPsI ESTF... IPs1 r
FB BSTAL. [ventrola...[-0,5 Bienkowski: 2 FG PB COM. . |BSTA IPSI r
FB BSTFu... |ventrola...|-0,5 Bienkowski:2 FG PB COM... [BSTF IPS| r
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Figure 3.39. After selecting the delimiter of a csv table columns can be assigned to
neuroVIISASvalues.

B © wmport e @

Destr..._' S T |Descri.. d IC : Mc | Refer.. | Case L] : A | Soma |Soma..|Soma .. Termi. .:Terml...'TermI . T

retina... RETig...[OPT 1 ‘foung.. [FG RETig IPS| OFT IPSI r
|RETtgcL{OPT 05 | | foung.. [FC | | |RET1gcL IPS1 |OFT | |IPSI r
RETR QPT 0,5 Young., FG FETn IP5| OFT P51 r

retina... RETs... |OPT ] Young... [FC FETs... IPSI OFT IPSI r

Column Value

Description of source |Mew value - |Description of source ]

s Source |+

T Target -

Description of target |New value - |Descr|p:|on of target |

d Weight -

Ic cat -

Mc Don't import E

Reference Publication -

I Tracer code: -
Case Case: -
M -
. Don't import -

i

Soma Don't import

Soma Notes
Soma ipsi - contra
Terminals v:
Terminal Notes Terminal notes:
Terminal ipsi - contra| Don't import

T

Tracing type v

Lelle]

]

Ok Cancel

After pressing "OK" another example of aimport-relationstable is shown:
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Figure 3.40. The" Import relationstable” isused to assign columns of the csv-fileto data
field of aneuroVIISAS project file.

) Import ®® ()

Dl 5| T |De. [ d|IC|MNc|Refe. |P..| | [C.| M| & |5 |5 (5 T T |T...| T M _ P |&A_|P..
FE |E... we... |3 Ji=cC Bien... FC FE IPSIE. .. P51 r
FE [BE... |ve...|3 |i=C Bian... Fio FE IFSIIE. .. IP5I |r
FE |E... [ve...|-... Bien... FC FE C...|E... P51 r
FE [E... [ve... |-... Bien... Fio FE C...|B... IP5I |r

Column Value

Description of source |New value |v ||Dezcri|::|tiun of source

5 |5nurl:e |v|

T |Target |v|

Description of target |New value |v ||Descri|::|tiun of target

d |Weight |- |

IC |Cat: |- |

NC \Don'timport | v |

Reference |Publication |- |

Page |New value |v||F‘age

I |Tral:er code |v|

Case |Case: |- |

it | |Dnn't import |1r|

M |Dnn't import |v|

Soma Don'timport |+ |

Soma Notes |Snma notes: |1r|

Soma ipsi - contra |Laterality |- |

Terminals Don'timport |+ |

Terminal Motes |Terminal notes: |1r|

Terminal ipsi - contra  |[Don'timport |~ |

T |Tral:ing ype |1r|

Modality IModality v |

Principal pathway name |New value |v ||F'rincipal pathway name |

Ascending pathway namelNew value |v||,&scending pathway name |

Pathway function New value | w | |Pathway function |
Ok || Cancel




Projects and Data

The Bibtex key of the reference column can be administered in the JabRef application:

Figure 3.41. A compatible list of references linked by Bibtex-keys with connectionsin a
neuroVIISAS project.

The reference that was used in the export example is highlighted. The bibtex file islocated in the subdirectory ../
documents within the neuroV11SAS program directory. More then one spreadsheet file (each may contain alist of
connections of one publication) can be appended within one spreadsheet table to generate a collection of connec-
tions of different tract tracing publications.To append all Excel xIs spreadsheet files located in one directory the
RDBMerge plugin is useful. To import the structured text files into neuroVI1ISAS click on "Edit connection” in
the Main Window and then on the "Import" button in the "Edit connections" window.

Connections can be imported independent of a preexisting hierarchy. For example, the cat.mat, macaque7l.mat,
macagqued7.mat, fve32.mat, fve30.mat (https://sites.google.com/a/brain-connectivity-toolbox.net/bct/datasets)
and celegansl3l.mat, celegans277.mat, mac95.mat (http://www.biological-networks.org/?page id=25) Matlab
connectivity files can be transformed in Matlab by using the following Matlab-script:

function saveAdj Matri xToCSV(fil eName, matrix, nanes)
filel D=fopen(fileNane,'w );
for i=1:1ength(matrix)
for j=1:1ength(matri x)
if matrix(i,j)~=0
fprintf(filelD '%\t', names(i,:));
fprintf(filelD '%\t', names(j,:));
fprintf(filelD '%.0f\n" ,matrix(i,j));
end
end
end
fclose(filelD);

The variable "matrix" has been initialized in matlab by matrix = csvread('Pigeon.csv’). Pigeon.csv isacomma (!)
delimited textfile that contains numbers (and commas as delimiters) only:
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Figure 3.42. The connectivity matrix that is converted into a connectivity table by the

saveAdjMatrixToCSV function.

Pigeon.csv - OpenOffice.org Calc
Bearbeiten Ansicht

B O

Hilfe

Extras Daten Fenster

gen Format Ex

Einfii

Datei

it
i
_E

v ML=

D56

0
0

0
0
0

0
0
0

1
1

0

0
0

0
0

0
0
0

0
0
0

0

The "names" variable wasiinitialized by names=char(importdata('names.csv')). Now the variables names and ma-

trix are available in the matlab workspace and can be used by the saveAdjMatrixToCSV function.

The names.csv file has such a content (alist of full names or abbreviations):
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Figure 3.43. The names.csv file.

i () Pigeon.csv- OpenOffice.org Calc =

Datei Bearbeiten Ansicht Einfiigen Format Extras

J-=HE

N
Vi
i
it
<&

11_|coL
12 |cPi
13 |cPP
Ei

15 |Ee
16_|Ep
17_|Field L1
18 _|Field L2
19 _|Field L3
20 |GP

21 |HA
72 |IHA
23 |Hi

24 |HD
25 |HL

26 |Hp-DM
27 _|Hp-vM
28 |Mc
29 |MD
30 |
31 [MvL
32 |ncc
33 |ncL
34_|NCM
35 |NCvI
36 _|NDB
37 |NFL
38 _|NFM
39 |NIMI
10_|NMm
I NIL
42 |NSTL
13 |PoA
44 |sL

15 |sm
16 _|SpA
47 |stL
18 _|StM
19 [TnA
B0 |TPO
51 |TuO
52 |WP

The saveAdjMatrixToCSV function generates then the following csv file:
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Figure 3.44. Thecsv file that can beimported by neuroVIISAS.

1 () pigeon.csv— KWrite T

Datei Bearbeiten Ansicht Extras Einstellur

° =2 H W

MNeu Offnen Speichern  Speichern unter Sechlie

£

kA AD 1
AR AT 1
AR HI 1
AR HD 1
AR MD 1
AR NCL 1
AR NFH 1
AR StL 1
AR StH 1
AR TPO 1
AR Tuo 1
AR VP 1
Ac VP 1
AD AR 1
AD Ac 1
AD AT 1
AD CPi 1
AD HI 1
AD HD 1
AD MD 1
AD MM 1
AD NCL 1
AD NFH 1
AD sL 1
AD StL 1
AD StH 1
AD TPO 1
AD Tuo 1
AD VP 1
AT AR 1
AT Ac 1
AT AD 1
AT AN 1
AL APH 1
AT HI 1
AT HD 1
AL MC 1
AT MD 1
AT MM 1
AT NCC 1
AT NCL 1
AL NFH 1
AT NIML 1
AT NFHm 1
AL sL 1
AT StL 1
AT StH 1
AT TPO 1
AT Tuo 1
AT VP 1
ATvm Field L1 1
ATvm Field L3 1
ATvm MC 1
AN NCL 1
AN NSTL 1
AN sL 1
AN StH 1
APH Ac 1
APH AT 1
APH AV 1
APH coL 1
APH HD 1
APH HL 1
APH Hp -DH 1

The csv file can be imported into a new project (this has to be created before: File -> Create new project) before
opening "Hierarchy" -> "Import connectivities and create regions under selected node" click on the root node of
the new project. Then the project file can be saved.
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Most connectome-projects (tract-tracing metastudy based project. DTI connectomes are in most cases compl etely
bilateral) are fusing left and right-hemispheric connections (ipsi- and contralateral connections appear in a adja-
cency matrix without |eft-hemispheric and right-hemispheric regions). neuroVIISAS allowsto export connections
(direct edges between selected leaves of atree and/or indirect edges between not selected subregions of atree) to
acsv table. First of all, select from the Analysis menu the Advanced connectivity analysis item. Then make your
selection of regions (or if al connections should be exported then the selection of regions is not necessary) and
don't forget to right click on the triangle hierarchy and select Sync sidesif afull bilateral connectome with left and
right hemispheric connectionsis available. Then choose File -> Export direct connections (csv) or choose Export
all connections in subtree (csv). If the root node of the hierarchy has been selected and Export all connectionsin
subtree (csv) was selected then all connections will be exported. Then these csv files can be loaded by a spread-
sheet application and all connections (LL, RR, LR, RL) must be changed either to LL (Left->Left) or RR (Right-
>Right). The bilateral connectome is then fused to a redundant unilateral connectome with many reduplicated
connections. However, reduplicated connections will be generated only once after by importing the new csv file
by Edit connections-> Import -> Custom table. Beforethisis done anew project (File -> Save project as...) should
be written to harddisk, then delete in the new project all connections (right click on hierarchy in the main windows
and select "Delete al connections of the project").

The NeuronConnect.xls file of C. elegans has been downloaded from http://www.wormatlas.org/im-
ages/NeuronConnect.xls:

Figure 3.45. Original format of the C. elegans neuron connections.

> () NeuronConnect.xls - OpenOffice.org Calc

Datei Bearbeiten Ansicht Einfigen Format Extras Daten Fenster Hilfe

_/'H_HHE / >§E]®A¥'§ o'"t:--l_—h,"'

= _ = =

| Verdana v 10 ~ [BJU]UIE = = &
Al vl E = Neuron 1
; B | C | D | E |
Neuron 1 [Neuron 2 Type Mbr
2 [aDAR MDAL EJ 1
~ 3 |ADFL ADAL E] 1
"1 |asHL ADAL E 1
~ 5 |avDR ADAL E] 2
"6 _|pvaL ADAL E 1
— 7 |aDEL ADAL Sp 1
"B _|ADFL ADAL Sp 1
"9 |aIaL ADAL Sp 1
10 _|alBL ADAL R 1
“11_|AIBR ADAL Rp 2
T12_|ASHL ADAL Sp 1
13 |avar ADAL Rp 2
14 |aveL ADAL Rp 4
15 |AVBR ADAL R 2

The data has been reformated as shown in the following figure. The third column contain the weights of a con-
nection (in this case a constant weight of "2" meaning "moderate").
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Figure 3.46. Thetabulator separated connection file without header of C. elegans.

i~ () Celegans.csv - OpenOffice.org Calc

Datei Bearbeiten Ansicht Einfigen Form

B HE [/ =

]

_.J Avrial » 10 v
Al v ful 2 : 4

; B [¢] D |
ADAL | 2
2 |ADFL__ DAL

3 |ASHL  ADAL
4 |AVDR | ADAL
E |PvalL  ADAL
6 |ADEL  ADAL
7 |ADFL  ADAL
B_|AAL  ADAL
9 |ABL | ADAL

10 |AIBR  ADAL
11_|ASHL  ADAL

12 |AVAR  |ADAL

13 |AVBL  ADAL

14 |AVBR  ADAL

R R SR o R SR O R R R N N R R R

After importing the file alist of regions, respectively, neurons is generated (a "flat hierarchy") and connectivity
analysis can be performed is described later.

Figure 3.47. C. elegans neuron connectivity represented in the adjacency matrix.
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Figure 3.48. Thewhole adjacency matrix of C. elegans.

The connectivity data of cat.mat (cerebral cortex of the cat) are shown in the following:

Figure 3.49. Connections of the cat cerebral cortex with colour coded weights.

The Brain Architecture Management project (BAMS2) alows open access to connectome data of the rat brain.
The connectome data can be exported as xml files or text files. A list of abbreviations of sources and targets and
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athird column of weights can be imported by clicking on "Hierarchy" and then "Import connectivities and create
regions under selected node". Before, anew project should be defined and activated (just clicking into the project
hierarchy windows). After importing the txt file the new project can be stored as a neuroVII1SAS project file. The
connections of the 503 regions of the rat connectome of BAMS2 are shown in the following adjacency matrix:

Figure 3.50. The adjacency matrix of 503 brain regions of therat brain from BAM S2.

The import of a XML file from BAMS2 is possible by clicking on "Hierarchy" and then "Import connectivities
and regions from BAMS xml-files" after anew project has been created.

Connectivity dataset from DTI measurements can eb found in the UCLA Multimodal Connectivity Database. The
following link http://umcd.humanconnectomeproject.org/update/5 points to 4 text files

1. Region Names Full File

2. Region Names Abbrev File

3. Region Xyz Centers File

4. Connectivity Matrix File

that can be downloaded from the webpage and directly imported into neuroVI11SAS. These files should be stored
in one subdirectory. Then create a new project in neuroVIISAS. Click into the hierarchy window of the new

project. The click on "Hierarchy" and then "Import connectivities and regions from UMCD-UCLA-files" opens
the "Choose file" window, then select the first text file that contains the long names:
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Figure 3.51. Choose file window for theimport of UMCD-UCLA files.
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After successful import the following adjacency matrix is available:

Figure 3.52. The imported connectivity matrix of UCLA _ICBM_1004 DTI (Network
Nameof UMCD UCLA).

9.1. Removal of connections which were imported before

Connections with all there experimental data can be removed completely from a project or connections which
arelated to a specific reference can be removed. If alist of connections should be deleted then open the "Edit
connections" window and selected the connections in the connection table followed by clicking on the "Delete
connection™ button. Then all observationsfrom all references or authors of the deleted connectionswill be deleted.

If al connection of a particular reference should be deleted then select the appropriate reference followed by
clicking on the button "Delete experiments”.
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10. Export a whole neuroVIISAS project to a MySQL
database

A neuroVI1SAS-project can be exported to aMySQL -database that can be, e.g., used for sharing data and data pre-
sentation on webpages. On the computer on which neuroVIISAS is running a MySQL -process must run (remysql
start) (Linux) or on aWindows OS XAM PP can be used. Then select the menu item "Hierarchy" -> Hierarchy and
Connectionsin MySQL export (Default name of the database is "neuroviisas' and the default user-nameis''root").
Then the password for the database (new root password that have been entered within my_secure installation,
see below) must be entered. The database directory on a Linux OS can be found in /var/lib/mysgl and on a WIN-
DOWS OS in the XAMPP-directory. The generated database tables are located in the directory which has the
name of the database (in the default-case it is neuroviisas) and the data are in the file ibdatal.

In the case, that MySQL has not been started before then it must be configured with my_secure installation. The
requested root pwd is the root password of the system, that is used to change the root password of the mySQL
database in the following step. New password: xyz. Remove anonymus user: Y, Disallow remote: Y, Reload
privileg: Y.

If "rcmysgl status' responds with a service failure, then change as root to /var/lib/mysgl and delete the neu-
roVIISAS database directory and ib_logfile0, ib_logfilel and ibdatal. Then change to /var/lib/mysql as root and
enter the following command: touch /var/lib/mysql/.force_upgrade. Then remysqgl stop, then remysgl start. Now
it should work.

If the database should be used on a Webserver then MySQL must be stopped there with "rcmysgl stop”. Copy
the directory neuroviisas, and thefilesib_logfile0, ib_logfilel and ibdatal from the computer where the database
has been generated in neuroVII1SAS and then exported by remysgl to the /var/lib/Amysql webserver. After this,
the database on the computer where it has been generated must be exported to /tmp/neuroviisas.sgl. The export
is performed by entering the command mysgldump -u root -p neuroviisas > /tmp/neuroviisas.sql in the console.
Or the export can be done with the aid of phpMyAdmin within awebbrowser to the SQL-format, however, thisis
limited to small databases, only. Then copy the file neuroviisas.sgl on to the server e.g. /var/lib/mysgl. Next step
isto start phpMyAdmin and to create a database: neuroviisas (first tab). Now the empty database has been created
and neuroviisas.sgl can be imported into the database neuroviisas. The import of neuroviisas.sgl is done with the
following command: mysqgl -u root -p neuroviisas < /var/lib/neuroviisas.sgl. Then restart MySQL with remysql
start. Maybe rcapache2 must be stopped and restarted (rcapache? stop, rcapache? start)

The export of alarge neuroVIISAS project into aMySQL database my take severa hours (6 database tables are

generated). Within this process the progress can be displayed after starting the apache server: rcapache2 start and
then enter local host/phpMyAdmin into a webbrowser (phpMyAdmin can beinstalled via Y AST).

Step by step:

1. "Hierarchy" -> Hierarchy and Connectionsin MySQL export (Write database from neuroVI1I1SAS: default name
of the database is "neuroviisas' and the default user-nameis "root"

2. cd /var/lib/mysgl/neuroviisas

3. mysgldump -u root -p neuroviisas > /tmp/neuroviisas.sql

4. copy /tmp/neuroviisas.sgl to the webserver /srv/neuroviisas.sql

5. mysgl -u root -p neuroviisas < /srv/neuroviisas.sql (import the mysgl database neuroviisas.sgl. The rcmysql
process must run. The neuroviisas.sql database is written to /var/lib/mysgl/neuroviisas/neuroviisas.sgl on the

webserver.)

6. rcapache2 restart
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11. Mapping in a stack of atlas images

The annotation of names of regionsthat are structured in asimple hierarchy or a hierarchy enriched with relations
and attributes (ontology) is described. Such assignments and region definitions are a requirement for 3D visual-
ization. The tracing of regions in images can be performed either in stacks of images that are not aligned (image
registration) or in stacks of images that are aligned like those in the atlases of the rat brain (Paxinos and Watson
2007, Swanson 2003). In the following the mapping of regionsin therat brain atlas of Paxinos and Watson (2007)
is described. Then the same method is applied to a linear affine and elastically registered stack of images (4224
images) with a three dimensional isotropic resolution of 5 um / voxel edge. A precondition for mapping a stack
of atlasimages of the rat brain as those published by Paxinos and Watson is that they have been converted from
the printed form to adigital image or by extracting labelled images and detected contours (by writing a script that
extracts some or hopefully most of the contours in the *.ai files) from the Adobe Illustrator® files that can be
found on the CD-ROM of the atlas. Such images and the extracted contours can be used for assigning regions of
the neuroVIISAS hierarchy to regionsin the images or specific contours.

1. Click on theregion (by interactive navigation through the hierarchy or searching aregion) in the hierarchy that
should be traced in an image (e.g., caudate putamen: CPu, see figure below).

2. Click onthe "Draw" tab in theright part of the main window.

3. Select the radio button "Draw".

4. Click on"New polygon"; now the hierarchy changedtolight gray, indicating that neuroV11SASisinthedrawing
mode.

5. Click with the left mouse key on any part of the contour of the region that should be traced.

6. Repeat by clicking on new parts of the contour, either aways in clockwise or counterclockwise direction. If
the image should be to large or to small use the mouse wheel for

zooming in or out. Press the mouse wheel and hold it for shifting the image.
7. If the same contour is expected on the contralateral site then select "Paste polygon mirrored on other side”.
8. Click on the button "Accept".

9. If the contour should be copied contralateral then click on " Copy polygon" and then on " Paste polygon" ("Paste
polygon mirrored on other side" should be selected).

10.If the contralateral contour is added automatically it will be assigned also to the contralateral region in the
hierarchy which is selected after the tracing and copying process.

Just click on the button "Left" or "Right" to jump to the last site that was traced or continue with tracing on the
actual sitein the next image by clicking on the "image plus sign”

to move one image forward or backward for the next tracing.

11.A selected region trace can be deleted or linearly transformed (rotation, scaling, shifting) by clicking on the
"Transform" button.
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Figure3.53. A region in an atlasimage which isoutlined by a user defined closed contour.
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In addition to the functions of contour drawing described above, neuroVIISAS allows to split one contour or to

fused two contours:

The polygon of region M2 should be splitted in 2 polygons within the same section.

Figure3.54. ThetworegionsM1 and M2. M2 consists in this stage of one polygon within

this section.

File View Hierarchy Contoursandsurfaces Analysis Settings Simulation External databases Help

( Modality | Variants

[ cotmase ||

EEm

] Variantclasses

Li1s

Swanson-Rat-Atlas-2004

Nervous_system L

?

[CJPregenual sector_of the prefrontal cortex L
[] Somatomotoric_regions L

[] Caudal_part_of frontoparietal_cortex_L

[] Frontoparietal_cortex layers L

[] Motoric_regions_L

[JLateral prefrontal_cortex L
Lateral_agranular_prefrontal_cortex_L

[] Rostral_sensory_motor_areas_L
[] Lateral_prefrontal_cortex layers_L
dial,

+ O

[[] Medial prefrontal_cortex dorsal part L
[L] Medial prefrontal cortex dorsomedial part L
[Cnedial prefrontal cortex layers L
[ Medial prefrontal cortex ventral part L

[CIMotoric regions layers L

[] Sensory_regions_L

[] Somatomotoric_regions layers L

[ ] Anterior_part_of the_sensorimotor_cortex_L

[ ] Medial_sensorimotor_cortex L

[] Lateral_somatomotoric_regions L

[] Ventral medial_prefrontal_cortex L

[] Ventral_prefrontal_cortex_L

Visual_regions_L
Medial_dysgranular_cortex L
Orbitofrontal_cortex L

Neocortex layers_L
Parietal_occipital_cortex_border_L
Caudal_neocortex L

<1 I

Organism

[] Rat
Eye

o [ Optic_nerve

?

[ Name
[ Short name

[aam
[] Search name in subtree
[] Search in external databases
Search current region in external databases

3 25

SAGL: 21765
DV-INTER: 10,0875
DV-DURA. -0,5476
AP-BREG: -3,0000
AP-INTER: 56,8800

1
Sagittal (mm)

® Draw
© Transtorm
| || © End region
= \ Dicard ]
New polygon [ Delete polygon ]
Change polygon | Palygon: 1/1
Copy polygon [ Paste polygon ]

[] Paste polygon mirrored on other side
] Display superior structures

[] Display strucutres in neighborhood
] Display inferior structures

] Display structures of a hierarchy level

[] Actual node should be anchored in grid

isplay nodes
[]Point to current region
[] Create polygon defaults

] Show omitted polygons

® New polygon

Step size [10

() Accept

Same region in other hemisphere

T

0 Eat conections

Select a node of the contour with the left mouse button and hold it. The dialog "Split polygon on this point?"
appears, then press"Y es'. Now theregionissplitted into two contoursor polygons. Both two polygonsare assigned
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th the region name witch was related to the source contour before splitting. Please note, that Polygon displays

now "1/2".

Such two region which belong to asingle region in the region hierarchy or list can be jointed.
join contours which belong to different regionsin the hierarchy of regions.

Figure 3.55. Now the single polygon of M2 is splitted into two polygons.
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Now the two polygons can be joint to a single polygon.Select the node of the contour or polygon 1 of a particular
region and move it a contour point of polygon 2 of the same region and the same section or image. The dialog

"Join regions?" appear. Pressthe "Yes' button.

56



Projects and Data

Figure 3.56. Now the two polygons of M2 arejoint at one point of the polygons.
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By selecting a point of the new joined polygon the polygon can be modified again:

Figure 3.57. The modified new polygon of M 2.
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The traced region can be visualized by further methods by selecting the "View" tab in the right part of the main
window.

e The opacity can be reduced to find regions that are not traced.

 The contours can be enlarged by enlarging the line width.
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* A stereotaxic coordinate can be searched.

 Coordinate display can be activated.

* A coordinate grid can be shown in the overlay.

* A crosshair can be activated to facilitate navigation in an image.

» The area of traced regions can be completely filled without any transparency.
The following figure shows a combination of coordinate display, display of agrid, crosshair and opacity of 63%
toread thelabelsin the atlasimages. A complete mapping of the left hemispherein atlasimage 45 isshown. The
selection of regions that should be displayed is controlled by selecting aregion on ahigh level of the hierarchy,

e.g., "Central_nervous system_left L" with the right mouse key and then clicking on "Select all subregions'.
Then, all subregions of the left part of the central nervous system are selected.

Figure 3.58. Coordinate, grid and crosshair display in combination with opacity.

B O neursviisas _datarat 101122011 Image: 045_Int_7.56_Breg_1.44pn — @ ®
File View Hierarchy Contours and surfaces Analysis Settings Help
[ Madality | Variants | [fa] (5 Go toimage: |1 |[&100] [&10] (5] (& ][] [k |[5][(5][55][510] (5100] mage 4sn9s
= variantclasses bs & 75 7 bs & ss 5 ks 4 35 5 b5 b 15 1 a5 0o 45 1 Ls 2 s 5 s 4
= 3 Hypothalamus Saglttal (mm) a5
> 3 Ausgangsvarianten Snol 4
= (3 Frantoparietal Cortex OVDURS: 5.7262
APBREG: 386 T o

REG: -1,
APINTER:  7.3600

Draw | View | Analysis | Brainregion

[ organism
+ [rlRat i
AmMPA
- [7IRat]
Macaque
- [ter |
01.12.2011_atlas_connectivities

[ Rat s
= [IMuscle_system
+ LI Nervous_system
5 4[] Central nervous_system
o [EJcentral nervous _system left |
& [Z]Mon_neuronal structures L
anal

5 [par
-

oL AN

s 5
. S| STVP EAM EAG e
. o ) ¥ R o
AHA L 00
_stem | [ R cie mih | [
- B /body L : - | VLS 28| ||
& ) Other_nuclei L A N v A £SO e sho shairs
& vl Perifornical nucleus L - . oM * | || mewwores
v| Periventricular_fiber_sys — o ) S AGe :
] _fiber_sy: cn KO St 95
& vl Phuitary_gland L T
o vl Pretectal_region L . e
4 o [Z] Anterior_pretectal nus mi
] Anterior_pretectal 1 185
v Anterior_pretectal r~|
. n
Name
cpu Short name 1ns
Connedti
= onnectiens saguual (mm)
Manage hierarchy 65 8 73 7 &5 & 85 s &5 4 35 3 25 2 L3 1 05 0 95 1 Ls 2 25 3 35 4
Edit connections AT

12. Exporting images

Any type of image (atlas,histology, MRI) with specific "View" definitions, coordinate and grid settings can be
stored as*.png images. This can be done for a particular image or for a complete stack of images. Click on "File"
in the main window and select "Save image" or "Save image stack”. The following image shows an example of
a single image export with sterotaxic coordinates.
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Figure 3.59. Exported atlasimage as a png-imagefile.

13. Mapping in a stack of contours and atlas images

If contours have been extracted from an Adobe I llustrator formated atlas, or contour detection processes devel oped,
e.g., in Matlab or process that generates xml coded contour data, these contours can be used in combination with
labelled atlas images to map regions with the hierarchy of region names.

1. Click on "Contours and surfaces'.

2. Click on "Contour import".

3. Click on"Extended contour import". Now the contours are |loaded from azip file and all contours are displayed
in red. Shifting and scaling can be adapted to individual contour image

or all (seefigurebelow). Here, an y-Offset of 130 pixelswas used to match the contourswith the labelled image.

4. The "Contour import" window have to be left open in order to use the prepared contours and assign them to
regionsin the hierarchy.

5. Now select, e.g., CPu or Caudate putamen_L and click inside the CPu contour.
6. Thisassignment can be repeated through all contours until al regions are mapped.

7. Save the project File->Save project to store the mapping work.
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Figure 3.60. Available contourswithin theimport dialogue.

14. Importing NifTi data

The C57BL/6J mouse Waxholm space (WHS) is a coordinate-based reference space for the map-
ping and registration of neuroanatomical data in the mouse brain that was made available in october
2009 http://civmvoxport.duhs.duke.edu/voxbase/studyhome.php?studyid=132 and http://software.incf.org/soft-
ware/waxholm-space. Data are available as a multi-spectral dataset of a T1-weighted Atlas, T2*-weighted atlas, a
Nissl-stained optical histology atlas, a T2-weighted atlas and a labeled atlas (version 0.5.1) from the INCF Soft-
ware Center (http://software.incf.org/software/waxholm-space/download). To use the MRI image stacks of the
Waxholm dataset an aready existing hierarchy of regions can be used or anew hierarchy or list of regions can be
build. By opening "File" -> NifTi-Viewer and choosing, e.g., CLabel.nii.gz the following viewer window opens.

Figure 3.61. The NifTi viewer with three plane navigation.

[ETAL O save in inverse order [EIELAlH 0 save in inverse order S ELE[AE O save in inverse order
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The views can be turned, mirrored, scaled and then exported to a directory that contains each image of the stack.
The next step is to load the MRI images of a particular MRI modality into a neuroV1ISAS project that has been
prepared before.

Figure 3.62. A MRI modality of thethe Waxholm data.

a8
File

Now it is possible to assign the labels of the images which has been extracted from the *.nii.gz file before (see
above). Click on "Contours and surfaces" -> "Contour import" -> Import contour (Segmented Images) go to the
directory which contains all extracted images with gray level coded, respectively, labeled regions and select the
first image. The import may take some time and then the following "Assignmetn" window opens.

Figure 3.63. Assignment window with a selected labeled image. By clicking onto a gray
level coded region the corresponding row is highlighted.
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By clicking on the "Name" column the name from the hierrachy of the current neuroVIISAS project will be
assigned. In this case "Caudate putam" and ENTER has been typed and list of available termsis opened.
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Figure 3.64. List of termsfor " Caudate putam” .

Then "Caudate_putamen_L" has been chosen.

Figure 3.65. Now the shortname and brainregion infor mation have been assigned.

rrrrrrrrrrr
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After assigning all labeled regions to the hierarchy all contours of the gray level labeled images are extracted and
assigned to the MRI images of the project data: Checkmark "Replace existing contours® and click on "Assign”
button. Each region to which a contour has been assigned is now labeled by the polygon glyph in the hierarchy.
Now all regions can be selected (Right mouse click on root node "waxholm™ and then select " Select all subregions”)
and the surfaces of the contours can be calculated by applying the marching cube algorithm of VTK: click on
"Contours and surfaces’ -> "Calculate surfaces of all selected regions'. For the relative coarse resolution the MRI
dataset the following parameters are recommended: "Number of subdivisions': 7, "Skip images': 0, "Smoothing
factor": 100, "Marching cubes': on. After computing surfaces, volumes can be computed also. Then the Waxholm
project need to be stored. A typical reconstruction using the color scheme of the particular Waxholm project file
in neuroVIISAS is shown in the following:
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Figure 3.66. 3D-visualization after rendering the contours of the Waxholm data. The
inner ear with cochlear and semicircular ducts can be seen also yb using a relative large
"Number of subdivisions" of 7 for the marching cube computation.
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15. Importing virtual slides

Virtual dides that were generated by the Zeiss Mirax slide scanner can be imported by selecting "File" and then
"Virtual Slide Viewer". Then the *.mrsfile hasto be selected and the virtual slide will be loaded in the following
window:

Figure 3.67. A virtual slide from the ZeissMirax scanner.

File View
Nams Valus uizs [ ]

DATAFILEFILE_0 Dalan000 dat -
DATAFILEFILE 1 Dala0001 dat =
DATAFILE FILE_10 Dala0010.dat

DATAFILE FILE_11 Dala0011 dat

DATAFILE FILE_12 Dala0012.dat

DATAFILE FILE_13 Dala0013 dat

DATAFILE FILE_14 Dala0014 dat

DATAFILE FILE_15 Dala0015 dat

DATAFILE FILE_16 Dala0016.dat

DATAFILE FILE_17 Dala0017 dat =
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Figure 3.68. In the magnified view medium spiny cells within the caudateputamen are

clearly visible.
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Zooming in and out is controlled be the mouse wheel. Holding the left mouse key allows to shift the image.

Thevirtual dide can be exported in the form of tiles. The dimensions of thetiles are defined by the user. Click on
"File" then on " Save complete image in current magnification™. In the new export window the user can determine

the dimension of tiles that will be saved.

Theseimages are now availablefor, e.g., cell recognition algorithmsin Matlab. Recognized cells can be imported

from acsv file by clicking on "File" in the virtual slide window and then on "Import cells".

In the following a code snip is shown to demonstrate the principal 1oading of stacked tiles of images and the cell

feature vector output to acsv filein Matlab:

baseDir='/raid/vlib/research/seg/'; %ase folder with subdirectories

%.i st of subdirectories of a stack of the tiles of virtual

%ere converted by neuroVl| SAS before

d = dir(baseDir);

isub = [d(:).isdir]; %t returns |ogical vector
naneFol ds = {d(isub).nane}';

naneFol ds(i snenber (naneFolds, {'.","'.."})) = 1[1];

ext='.png'; % =5
for folder=1:1ength(naneFol ds)
di sp(fol der);
basePat h=char (strcat (baseDi r, nameFol ds(folder),'/"));
i mLi st=dir([basePath '*' ext]);
for i=1:1ength(inList)
f p=[ basePat h inList(i).nane];
fpl=strcat (basePath,inList(i).nane(1l:end-4),"'.csv');
if exist(fpl) %as been already anal yzed
el se
i mg=i nr ead(fp);

% ow doi ng segnmentation, splitting and classification

sl ides which
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end

%el | detection has been done and each cell is coded in the |abel image
%ow a feature vector is conputed
s = regi onprops(L,ing, ' Area',' Centroid',"'EquivDi aneter','Perineter','MjorAxisLength','Meanlntensity')

%save the feature vector to a text file which can be read by neuroVl| SAS
% I nmport cell" function
t =struct 2t abl e(s);
t(t.Area < 10,:) =[]; %enove snall objects
writetable(t,fpl);
end
end
end

The import of virtual dides in neuroVIISAS is available after installing on a Linux machine the libopenslideO
library (typically with Yast). Then the linux64.tar from the neruoVIISAS download server must be unpacked in
the neuroV1ISAS installation directory. Then the run.sh has been aligned to let neuroVIISAS find the path to the
opendlide library (it may look like: export LD_LIBRARY_PATH=$PWD/vtk/linux_x86_64:$PWD/openslide/
linux64:$LD_LIBRARY_PATH) and the whole run.sh may look like

#! / bi n/ bash

export LIBXCB ALLOW SLOPPY LOCK=1

export LD LI BRARY_PATH=$PWD/ vt k/ | i nux_x86_64: $PWD opensl i de/ | i nux64: $LD_LI BRARY_PATH
java -spl ash: | mages/ | ogo_spl ash. png -j ar - Xnx4096m - Xss24M neur oVl | SAS. j ar

16. Mapping in a stack of histological images

The mapping of regions in histological images uses the same steps as assigning atlas regions to region namesin
ahierarchy.

1. Select aregion in the hierarchy that should be traced in an image, e.g., Caudate_putamen L (blue highlighted
region in the figure below).

2. Then click on the "Draw" tab, then on the "Draw" radiobutton, then on the "New polygon" button.

3. Click on the region boarders either in clockwise or counterclockwise direction.

4. Terminate the tracing by clicking on the "Accept" button.

5. If the sameregion is sectioned several timesin the sameimage, then further regions can be traced and assigned
to the same region name in the hierarchy. After each trace the "Accept" button must be clicked.
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Figure 3.69. Delineation of aregion.
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After tracing regionsin histological imagesit is possible to perform analysis in these image regions.

1. Click on the region name in the hierarchy that should be analyzed. A yellow star indicates that a contour of
this particular region exists.

2. Click on the empty box between the yellow star and the region name. Then a check mark appears (see figure
below).

. Click on the"Analysis' tab in the right part of the main window.
. Check mark " Show subdivision".

. Click on the button "Partition at beginning".

o 00 A~ W

. Click on the button "Finer" until an appropriate quadrangulation has been reached (see figure).

Figure 3.70. Defining a quadrangulation of aregion.

7. Check mark "Display evaluation" and click on "Mean gray value" to show the mean gray values of each quad-
rangle.
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Figure 3.71. Mean gray values of the quadrangulated region.

17. Defining a coordinate system

neuroV11SASallowsthetransformation of pixel positionsof animage digitized (or mapped as an atlasimage) from
a section of tissue of known thickness and distance to the following section to an user defined three dimensional
coordinate system with redundant axes as used in sterotaxic atlases. The menu "Settings" -> "Change project
setting” hasan interface for setting the pixel width, pixel height and the distance of sectionsin um. Theimage stack
has an orientation (frontal = coronal, sagittal or horizontal. This can be set in the listbox "Image stack alignment".
The color of the scales that will appear in the images are selected by pressing the button "Change color of scale”.
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Figure 3.72. The color of scale was set to green. Below, the interface for basic settings of
the coordinate system is shown.
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Some atlas projects (CoCoMac, Larry Swanson: Brain Maps:. Structure of the Rat Brain, 2004), or sagittal sections
of therat brain atlas of George Paxinos and Charles Watson (2007) consists of one side of the crania part of the
central nervous system. This unilateral part can be mirrored to obtain a bilateral data set which will be useful for
analyzing and visualizing contralateral and ipsilateral connectivities. Mirroring of image stacks can be performed
by pressing the "Mirror image stack and contours' button.

Figure 3.73. The possibilities of mirroring images together with their contours and
hierarchy.

®

) Mirrar image stack and contours. =
Choose an option!

Mirror on first image  Mirrar on last image Mirrar an left side Mirrar on right side cancel

Thefirst part of defining the coordinate system is followed by setting up the coordinate axes.
1. Right mouse click on the image in the main window.

2. Click on "Manage Coordsystems" then the following dialog appears.
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Figure 3.74. Thedialog to assign a " neuroanatomic" axisto an image volume axis.

BO Coor: ———— ® @

®
®

Available axes x-axes y-axes z-axes

SAGR
DV-INTER
DV-DURA
AP-INTER
AP-BREG

| Add Paxinos coordinate axes ‘ | Close |

3. Basically their are no predefined axes (avail able axes) assigned to one of the three image volume axes (x-axes,
y-axes, z-axes). SAGR: sagittal axis, DV-INTER: dorsoventral

interaural axis with the origin of coordinate (0) at the line between the left and right acoustic meatus, DV-
DURA: dorsoventral axis with the origin of coordinate (0) at the

surface of the dura mater at bregma, AP-INTER: anteroposterior interaural axis with the origin of coordinate
(O) at the line between the left and right acoustic meatus,

AP-BREGMA: anteroposterior bregma axis with the origin of coordinate (0) at the surface of the dura mater
at bregma. All these axes are defined with regard to the flat

skull position.

4. To assign the SAGR axisto the x-axes click with left mouse button on SAGR in the column "Available axes",
then it is highlighted (see figure below).

Figure 3.75. Selecting an axis (SAGR) that should be assigned.

B O Coor PR ®
Available axes X-axes y-axes z-axes
SAGR 1
DV-INTER Create new axis
DV-DURA Edit axis
AP-INTER Delete axis
AP-BREG Choose axis as x-axis
Choose axis as y-axis
Choose axis as z-axis
| Add Paxinos coordinate axes ‘ | Close |

5. Then click again with the right mouse key on the highlighted SAGR axis and choose, e.g., "Choose axis as
X-axis".

6. Repeat thiswith all other axes (see following figure).
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Figure 3.76. All available axes wer e assigned to image volume axes.
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7. "Short name:" SAGR, "Axis notation:" Sagittal, "Display negative coordinates positive:" check box, "Short
name of the negative axis range:" SAGL (L: left), "Length of reference

unit:", 1000.0 pm and the "Scale unit for visualization:" mm can be defined here. Then the axis must be posi-
tioned in an image by setting the x-axis pixel (here 1512) of the

image to the origin of coordinate (0) and a second reference pixel (here 1682) to coordinate 1.0. The settings
must be finished by clicking on the "Accept" button.

Figure 3.77. Defining the x-axis as a sagittal axis.
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Landmarks
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Length of a reference unit: 1000.0 pm

Scale unit for visualisation [mm [~]

[ Accept | biscara

8. These axis specific definitions should be performed for all five axes.

Figure 3.78. DV-Interaural axis definition.

() Edit axis: DV Interaural = ) (o (x)
Landmarks

Description: Reference ...|DV-NTER mm
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Short name: DVANTER

Axis notation: DV-Interaural
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Scale unit for visualisation [mm [~]

accept || piscard |
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Figure 3.79. DV-Dura axis definition.

I O Edit axis: DV:Dura = [ ®
Landmarks
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Figure 3.80. AP-Interaural definition.

() Edit axis: AP-Interaural E———m ®e ®
Landmarks
Description: Reference ...|AP-INTER mm
E e

Short name: AP-INTER
Axis notation: AP-Interaural
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Short name of the negativ axis range:

Length of a reference unit: 120.0 pm
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\ Accept | \ Discard |

Figure 3.81. AP-Bregma axis definition.
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45 E
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48 7
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9. Now the axis can be visualized in the images by clicking the right mouse button on an image and selecting
"Arrange coordinate view".
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Figure 3.82. Activation of features of axesfor visualization.
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10.After applying these settings the axes and local mouse coordinates (check mark of "Show coordinates") will
be displayed.

Figure 3.83. Mouse pointer coordinateswith regar d to thedefined axesand axesdisplay
at theimage borders.
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11.A definition of a coordinate system can be exported by clicking on "Contours and surfaces' -> "Export coord
system". Coordinate systems can be imported in a project by clicking on "Contours and surfaces' -> "Load
coord system".
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Chapter 4. Navigation in ontologies
and hierarchical region selection for
connectivity analysis

Mapping isthe assignment of aterm of aregion to aregionin aimage or astack of images. Theterms of regions of
nervous systems and more generally of systems of organsin anatomy are often organized in ahierarchical manner.
The size, location and function of physical structures are considered for organizing regions in a hierarchy. The
very detailed subdivision of regions in the neuroscience literature especially those of the descriptive and semi-
guantitative tract-tracing studies may exceed the 800 regions of the central nervous system of the rat brain atlases
of Paxinos and Watson (2007) or Swanson (2004) by 5-6 sublevels. Thus, the size of a hierarchical terminology
can be very large. Then it is necessary to navigate efficiently through these data.

1. Searching regions

The simplest way to find aregion is to use the search option. "Name" accepts parts of region names (e.g., nigra
compact). After pressing Enter all regions will be listed (see figure below). It is also possible to look at a certain
short name whereby upper and lower cases are ignored.

Figure4.1. Thetable of search results after search " nigracompact” in the" Name" field.
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By double clicking on a row of search results in the table, e.g., Substantia nigra compact_part_caudal_tier L,
neuroVIISAS will jump to the region into the hierarchy and leave the table open for a further search. It is al-
so possible to mark the row by a left mouse click and then click the "Select" button. Then the table of results
will be closed and neuroVIISAS will jump to Substantia nigra_compact_part caudal_tier L. If we want to find
Substantia_nigra_compact_part_dorsal_tier_L in the atlas image this region have to be highlighted, followed by
aclick on thefind first or last appearance of the selected region symbol (-red or +green polygon symbol) in the
image navigation bar.

The regions that were found can be filtered by their side by clicking on the corresponding radio button. The
abbreviation of the region in the first row is automatically copied to the temporary buffer in order to copy it
directly to afiled of a spreadsheet application. If another row is selected from the search results table then it is
necessary to click with the right mouse button on the abbreviation field and pressing the "Copy" button. If more
than one abbreviation exists for a particular region, then the first or primary abbreviation is automatically used.
It isalso possible to select a"block™ (many continuous fields) of abbreviations and copy them into a spreadsheet
application. The search results can be reduced by applying All, Left or Right filters. Input and output connections
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can be switched on and of to see directly the connectivity of search result. To work with the search window on
asmall laptop screen the search window can be placed and configured at a certain position on the screen. After
closing the search window it will appear exactly at the previous place and size. To reduce further the extension
of the window Commentaries can be switched on and off, too.

Figure4.2. Theabbreviation of theregion of thefirst row " SNCD" isautomatically copied
to the temporary buffer.

B3 () search results ————— () (~) x
Brainregion: ) All ® Left ) Right
[ Comment [v]Input [v] Output

Mame Aliasnamen|Kurzname Input Out...
Substantia_nigra_compact_part_dorsal_tier_L SHMCD 16 |24
Substantia_nigra_compact_part_dorsal_tier_intermediate_subdivi SHCDI 4 4]
Substantia_nigra_compact_part_dorsal_tier_lateral_subsivision_L SNCDI 4 9
Substantia_nigra_compact_part_dorsal_tier_medial_division_L SHCDm |4 1

Figure 4.3. The found region is marked by a thickened contour. All other contours have
been unselected (right mouse click on hierarchy).
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By using shortcut SHIFT + -> neuroVIISAS goes back to the previous region in the hierarchy that have been
selected. By using shortcut SHIFT + <- neuroV11SAS goesto the last region that have been passed in the hierarchy.

A subtree can be directly searched through by selecting " Search name in subtree” in the search area. If all regions
should be found in the trigeminal nucleus that contains the term "caudal" then we can first search for "trigem nuc"
in the "Name" field thereafter selecting " Search name in subtree”" and then enter "caudal” in the "Name" field.

The other way to search in large subtrees for a certain expression is to right click on aresult of a search in the
search results window and select " Search name in subtree”.

2. Searching regions by stereotaxic coordinates

Stereotaxic coordinates are often used in publications to provide unambiguous information of the location of a
tract tracing experiments or electrode locations. It is possible to determine
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visualize the typical location of a 6-OHDA lesion experiment in the right media forebrain bundle (mfb) with
reference to bregma at AP-BREG (anterior-posterior): -2.3, SAGR (latera): 2,

DV-Dura (ventral): 8.3. The coordinates have to put in the "View" tab as shown in the following figure. The
coordinate can be marked by ared circle.

Figure4.4. The found ster eotaxic coordinateis highlighted by a circlein theright medial
forebrain bundle (mfb). The coordinate display in the upper left corner indicates the
current mouse pointer position.

g 051 1500 Sreg_2480m0
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3. Comparing histology with synchronized atlas im-
ages

neuroV 11 SA S supports the navigation through stacks of histological images by synchronized atlasimagesin order
to determine regions in histological images. The stack of atlas images must be fitted to the histological dataset.
This can be done by selecting " Settings" -> Set up the atlas of Paxinos in the main window. Then the histological
images can be assigned to atlas images by the dialog shown below.

76



Navigation in ontologies and
hierarchical region selec-
tion for connectivity analysis

Figure 4.5. Assignment of 4224 (5 um thick) histological images to 161 (140 um thick)
atlasimages.

After finishing the fitting, the atlas images are displayed by clicking on "View" in the main window and then on
"Display atlas of Paxinos" (see figure below).

Figure4.6. Thehistological AP-BREG coordinateis-6.2672 and theatlascoor dinate-6.72.

i
-

4. Sagittal navigation

Most histological work isdonein frontal, respectively, coronal sections. To support the navigation in large stacks
of frontal images a sagittal atlasimage can be loaded to indicate the spatial location of afrontal section. Open the
menu "View" and then "Open Side View". A new window with the sagittal image is opened (see figure below).
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Figure 4.7. The histological section 2524 and the estimated location in the sagittal atlas

view of therat brain atlas of Paxinos and Watson (2007).
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5. High resolution navigation

A high resolution image of the currently displayed image in the main window can be loaded in a separate window
(see next figure). "View" -> "Show Raw Image". Use "F3" to decrease resolution and "F4" to increase resolution
and "F5" to obtain the original size of theimage.

Figure4.8. Theraw imagewindow offerssomefurther optionsby clickingon" View" and
" Settings'.

Bo - e @

View Settings

The next example shows the left substantia nigra pars compacta after pressing 3 times F4 for higher resolution.
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Figure 4.9. Higher resolution of reticular and compact parts of the left substantia nigra.

6. Navigation in orthogonal slices

Before orthogonal slices can be used for navigation they have to be computed: "View" -> "Create orthogonal
dices'. This could take some time! Thereafter, we can open the "Orthogonal views" window ("View" -> "Open
orthogonal view" (see next figure).

Figure 4.10. The" Orthogonal views" window.

To get the orthogonal viewsin on the display select "File" ->"Add current project”. Then, 3 new subwindows are
generated and in the first a frontal section appears. Subwindows and size of sections can be adapted, coordinate
systems can be defined as described elsewhere. It is possible to |oad another image stack from another project and
(e.0., transgenic mice image stack) and to compare the control stack with the transgene animal stack synchronized
in 6 subwindows (with dual displays). By selecting " Choose reference axes for inter-project comparison” adaption
of images between projectsis possible.
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Navigation in ontologies and
hierarchical region selec-
tion for connectivity analysis
Figure 4.11. Subwindows and sizes of views can be defined independently. The crosshair
islocated within the substantia nigra compact part. The display of coordinate axes have

been defined for each view.

O omepuaiens s ©e &
Fie View

80



Chapter 5. Visualization of regions
and connections

1. Rendering

Before 3D visualization is possible the regions that should be visualized have to be traced (see above) to obtain
their contours. Thisisfollowed by rendering. Rendering can be performed by clicking on "Contours and surfaces”
in the main window and select " Cal cul ate surfaces of all regions’.

Figure 5.1. The dialog " Options for surface calculation" show typical parameters for
rendering therat brain atlas.

. E3 (- Options for Surface Calculation . — = & ()
L L 6 Number of subdivisons
O 10 a in Percent
. 10 Skip Images
- . 1200 smooth Factor
X-axes y-axes z-axes
|SAGR | »|[DV-INTER | v ||AP-BREG |«]

[ |Summarize surface from subregions

® Marching cubes
) Delauney as one object

) Delauney layer wise

The followings sets of all contours can be rendered:

» Calculate surface of current region (region that has been selected in the hierarchy).
 Calculate surface of regions with updated contours.

» Calculate surface of al checked regions.

Hence, rendered regions may differ in their rendering parameters. For example the large hull of the cen-
tral nervous system from the olfactory bulb down the cauda equina can be rendered with only 5 subdi-
visions and a large smoothing factor of 300. Small regions like the substantia nigra pars compacta can
be rendered with 7 subdivisions and a smoothing factor of 200. After rendering, the project should be
stored to save the rendered data. In the next figure the rendering effect with 6 subdivisions and a smooth-
ing factor of 200 of the Lateral_agranular_prefrontal_cortex L (=left hemispheric primary motor cortex) ap-
plying the "Marching cubes' method is shown after selecting the "Calculate surface of all checked re-
gions' and check marking the Lateral_agranular_prefrontal_cortex_L in the hierarchy. The 3D-view of the
Lateral_agranular_prefrontal_cortex_L fromdorsal isgenerated by "View" ->"Open 3D-view" (the 3D-view win-
dow should not be kept open when rendering is performed).
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Visualization of re-
gions and connections

Figure5.2. A finerendering of theleft primary motor cortex.

O Options for Surface Calculation = @ @ @
L L] 6 Number of subdivisons
O 10 a in Percent

. 10 Skip Images
0 . 1 200 smooth Factor

X-axes y-axes z-axes

[SAGR | »|[DV-INTER | v ||AP-BREG |«]

[ | Summarize surface from subregions
® Only if contour is not existing
3 Only in images without contour

1 Always

i® Marching cubes
) Delauney as one object

) Delauney layer wise

© 3D-View

[ Display connections ® All ) Contralateral ! Ipsilateral
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Visualization of re-
gions and connections

Figure 5.3. A coarser rendering with strong smoothing of the same region as shown in
thelast figure.

O Options for Surface Calculation
b 5
. 10
@ 0

@e

Number of subdivisons
a in Percent

Skip Images

®

':Qauu smooth Factor

X-axes
[sAGR

y-axes
|+ |[DV-INTER

Z-axes
|~ |[AP-BREG [~]

[[] Summarize surface from subregions
® Only if contour is not existing

2 Only in images without contour

) Always

@ Marching cubes
J Delauney as one object

J) Delauney layer wise

B O nview

[ ] Display connections ® All ' Contralateral ' Ipsilateral

Rendering by using the "Delauney as one object” method is more time consuming. The#-parameter isthe maximal
distance of the neighbor of a node for the Delauney triangulation in percent of the maximal site length of the
corresponding bounding box. By using an , of 10% aless fine contour is obtained.
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Visualization of re-
gions and connections

Figure5.4. Delauney rendering using an y of 10% of the primary motor cortex.

O 3Dview ~————— O ®

[ pisplay connections ® All  Contralateral C Ipsilateral

If "Delauney layer wise" has been selected and an  of 10% is used then we get the result shown in the next figure.




Visualization of re-
gions and connections

Figure5.5. Layer wise Delauney renderingusingan  of 10% of theprimary motor cortex.

@, O ———————— ®e ®

[ | Display connections @ All ) Contralateral O Ipsilateral

Contour renderings of all regions or check marked regions of a project can be exported and imported by selecting
the function in the " Contours and surfaces' menu. Thisis useful if we like to derivate amost authentic atlas of the
brain containing only those regions which are used in other atlas work like the rat brain atlas of Swanson (2004)
or Paxinos (2007).

A consistency check of all regions with contours can be performed by selecting the "Seek for inconsistencies of
contours'. Inconsistencies could be that

« aregion liesfully or partly outside another region at a higher level of the hierarchy,

e acontour of aregion appears in one image and in the image after the next, however, not in the next image.
Hence, "contour gaps' are detected.

Some of these inconsistencies can be corrected to increase the rendering quality and the quality of the derivation
of supercontours (see next section). In the next figure the result of an inconsistency check is shown.

85



Visualization of re-
gions and connections

Figure5.6. The contour inconsistency detected, e.g., contoursof the Rubrospinal_tract L
lying partly outsidethe " Central_nervous system L (sometimes only one pixel apart) or
has contour gapsin between images.

‘‘‘‘‘‘‘
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After controlling inconsistencies of contours it is possible to estimate contours as contours hulls that contain
manually defined contours. After opening "Contours and surfaces" select on of the surface calculation options
(see next figure).

Figure 5.7. Check marking " Summarize surface from subregions' allow to estimate
contours.

E3 () Options for Surface Calculation — = @& ()
L . I 6 Number of subdivisons
O 10 a in Percent
. 10 Skip Images
(I . 1 200 smooth Factor
| x-axes y-axes Z-axes
| |SAGR | »|[DV-INTER | v ||AP-BREG |«]

Summarize surface from subregions
| ® Only if contour is not existing
| ¢ Only in images without contour
| i Always

® Marching cubes
) Delauney as one object

) Delauney layer wise

So far, it is possible to estimate contours with successive rendering of those regions that contain contour informa-
tion. An estimator for regions that are not traced and without contour information of subregionsis not available.
The thalamus is a region which contains hundreds of nuclei, subnuclel and parts of nuclei that are specified in
neuroscience research. However, a delination of the thalamus as a compact region is not available in stereotaxic
atlases. In the following figure an estimation of the left and right thalamic surface is shown:
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gions and connections

Figureb.8. Thesurfacesof left and right thalamusand thetranspar ent surface of theright
parscranialis.

2. Estimating region volumes

The volumes of region can be estimated after rendering have been performed successfully. "Analysis' -> "Calcu-
late volume of current region™ or "Calculate volume of current region and its subregions' or "Calculate volume
of selected regions'. The calculation should be stored within the project. After computing the volumes they can
be displayed if configured in the " Settings' menu (right mouse click on hierarchy window -> "Settings" -> check
mark "Volumes'. Volumesare displayed intool tips by pointing to aregion in the hierarchy windowsor in the 3D-
view. Volumes can be used for estimating neuron populationsfor simulations. The volumes of those regionswhich
do not possess a contour, however, contain regions with contours at lower levels can be estimated by clicking on
"Analysis' and "Estimates volumes of regions without contours”.

3. 3D-visualization of regions

3D-visualization in the context of visualization of neurocanatomical entities can start by opening the 3D-view:
"View" ->"Open 2D-view". If regionsin the hierarchy display were check marked and contain rendered contours
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gions and connections

then these regionswill shown in 3D automatically after opening the 3D-view. If many regionswere check marked
the computation of the 3D-view may take some time. If aregion in the hierarchy window were selected before
or after the 3D-view is opened then the abbreviation of that region will be displayed int he 3D-view. If thisis not
intended then click on aregion that is not check marked or that contain no rendered contour. In the following a
3D-visualization process is described.

1. Right mouse click in hierarchy window and check mark "left = right" to perform automatic check marking on
the contralateral site.

2. Check mark Ventrolateral_thalamic_nucleus L (VL), Lateral_agranular_prefrontal_cortex L (AGI),
Caudate putamen_L (CPu), Globus_pallidus L (GP), Substantia_nigra reticular_part_L

(SNR), Substantia_nigra_compact_part_dorsal_tier L (SNCD),
Substantia_nigra_compact_part_ventrall_tier L (SNCV), Substantia_nigra_compact_part_media_tier L
(SNCM),

Subthalamic_nucleus L (STh).

3. "View" ->"Open 3D-View" then a 3D-view should be seen as shown in the following figure.

Figure 5.10. The 3D-view of the regions that were selected by check marking in the
hierarchy.

B © 30 view ®® ®

8 [ Display connections ® All  Contralateral O Ipsilateral

4. Click on the grey button left beside the "Display connections' checkmark box. The a menu appears and click
on the button "Top". The menu and the change of view from top

is shown in the next figure.
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gions and connections

Figure5.11. The 3D menu and the 3D view after pressingthe" Top" button.

O psilateral

[ show labels for all regions

Show smoothing options ]
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[ Show coordinates
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change axis notation ]
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Arrow head size
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. If we want to know the names of the visualized regions a checkmark can be set in the checkbox " Show labels
for @l regions'. Further information of aregion o which the mouse pointer is located

can be displayed in atooltip or an external window (see next figure).

Figure 5.12. Labels (region abbreviations) can be changed with regard to size and
position. Pointing on theleft AGI providestheinfor mation shown in thewindow below.
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1: Lateral_agranular_cortex L

2 Orofascial_cortex L

3: Forepaw-related_primary_motor_cortex L
4 Primary_motor_cortex L

s: Primary_motor_area_L

& First_motor_cortex L
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Show slice images
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a87
Number of Links in Subtree: 3

Number of links coming to subtree: 368
Number of links leaving the subtree: 730
Number of Subregions: 54

Volume: 22.007mm?

sagittal: -3.194mm

DV-Interaural: 8.509mm

AP-Bregma: 1.02mm

Region is visible in image 7 - 59

. The 3D-visualization can be zoomed by holding the right mouse button an moving the mouse up (zoom out)
or down (zoom in). The left mouse button is used for rotating and pressing the mouse wheels allows shifting

the 3D-view.
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To edit complex contoursin large datasets like the stack of images of cryosections of the rat (approximately 9000
section) it is helpful to visualize a contour in exactly the 2D-section and localize it simultaneously in 3D.

In the following image the function " Show current sliceimage" has been checkmarked and the corresponding 2D-
section in the main window is simultaneously displayed. If another image or section in the 2D-window will be
selected then the corresponding section is updated in the 3D-window.

Figure5.13. The corresponding 2D-section isvisualized in the 3D-window.
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Chapter 6. Connectivity visualization
and analysis

Neuronal connections can be visualized with regard to tract tracing studies and/or combinations of sources and
targetsin 2D atlasimages or in 3D. In addition, neuroVIISAS offers further possibilities of connectivity visual-
ization in combination with network analysis which will be described in section 4. The subwindows connectivity
visualization window can be dynamically arranged by using the docking optionsin the upper right window corner.

1. Tract tracing and atlas based visualization of con-
nections

After opening "Analysis' and "Connectivity visuaization" a windows will be opened that consists of a left table
and aright filter administration part (see next figure).

Figure 6.1. The connectivity visualization window with a left table and right filter
administration part.

B O c i -@ ivities: 127966 e ®
Views
[ Tabte view 28 % || Filtervernalten LLE]
From|Side| To |Side Name Wel.. Publications = Weights Filter | Count |
L | L SolM_L 0,5\Aarnisalo: 0.5 -
o L RVL L arnisalo: 2 1=
L cLcl -0,5/Aamisalo: 0.
L cLiCc2 -0,5/Aamisalo: 0.
o cLacl -0,5/Aarnisalo: 0.
o cL2c2 -0,5/Aarnisalo: 0.
VMH MNp L arnisalo: 1
WMH_LT_dif L -2|Aarnisalo: 2
WMH B8_L arnisalo: 3
WMH olM_L 0,5/Aarnisalo: 0.5
WMH_L_T_RE_L 2
L WMH iL 2
L WMH L L 2
L WMH clicl 0, 0.
L WMH cLicz 0, 0.
WMH cLacl 0, 0.
WMH cL2c2 0, 0.
R Np_R 1
R dif R - 2
R SolM_R 0, 0.5
R RVL R 2
R | R CLLCL 0, 0.
R | R CLLC2 0, 0.
R cLacl 0, 0.
R CLaC2 0, 0.
VMH M, 1
VMH_R_T_dIf R - 2
WMH B_R 3
T ol R 0 0.5
T IRt_R 2 =
PR oL Sinicalo : Lawo [ or [[ wor | [ =l
R WMH LR arnisalo: 2
R WMH_R_T SCLICLR | -0,5/Aamnisalo: 0.5 Apply filter
R WMH_R_T SCLLIC2 R | -0,5/Aamnisalo: 0.5 N
R WMH_R_T SCL2CLR | -0,5[Aamnisalo: 05 o f|[EeleeEd i

The first 4 columns of the connectivity table contains colors and indices (L: left, R: right) of source ("From™)
and target ("To") regions followed by the column of connection names, a connection weight column (maximum
weight of all publicationsthat describe the same connection), the publication column contains the bibtex item(s) of
the publication(s) in which the particular connection has been described and a"Weights' column that contain all
weights of all publications of a specific connection. By clicking on the column heads the columns can be sorted.
A filter allows the selection a particular publication or several publications by applying logical operators"AND,
"OR" and "NOT". By doing aright mouse click the following menu is shown:;
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Figure6.2. The" Createfilter" menu.

O c ity vi ion - C 127966 ®E ®

ews
[ vable view 28 x || Filtervenvalten rox
From Side| To | Side Name Weight Publications Weights Filter | Count |
L L BS [ T DLG L -3|Reese:1988, Moore:2.., -]
L L BS L TBLL -1|McDonald:1991b 1.0 =]
L C SID_L Grove:1988a
L C AGm_L 0,5[Conde:1995 B
L C Cglc L 0,5[Conde:1995 B
L C CgZc L 0,5[Conde:1995 B = o
L [ PriL 0,5[Conde:1995 3 [ Createfilter® Cotliefllem ey
i < T Conde:1895.5aper:L... [0.5: 11 0. Filter Source Regions
R C PILR 0.5/Conde:1995 Source in SubTrees
L C V2N _L -1|Reep:1994 1 Filter Target Regions
C PCRE_L 0,5/Shammah-Lagnado: Target in SubTrees
e o.sishammeh Lagnatio L. 0 Filter connection weights
C L 2[jones: 1987 Eberhart:.. [0.5: 2i Li ...
L C rA L 0,5/jones:1987
L C NC_L Fendt:1994,Rosen:1...
L C MS_L -1|Hallanger:198:
L C VMSe L -1|Hallanger:198:
L C B L -1|Hallanger:198:
L C VMH_L 2|LeDowx 1985,
L C Arc L 1|LeDouwx1985,
L C MHYPOg_L -1|LeDoux 1985
R C LR 0,5/Saper:1982
L C nR_L 3[Behzadi:1990
L C SN_L 3|Wirtshafter:1987,Ebe..
L C D_L #Ra 11992a Eberhart:
L C T L -0,5Rayi1992a 0.
L C C 2[Fuller:1987,Eberhart:...[2:
L C LDTg L 4/Cornwall:1990a,5em,
L C TGACH L 1[Semba:
L C Tg L 1[Semba:
L C PTg_L 4[Semba:
L C L 2[Semba: AND OR NOT
R C DTg_R 4[Semba:
R C TGACH R 1[Semba:
R i DTg_R 1|semba: Apply filter
R C PPTg_R 4|Semba: || [selected filter:
R C NLR emba

After selecting "Publication filter" a publication table with checkboxes and number of connections per publication
is generated:
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Figure 6.3. The publication table.

() Publication fitter M ®
Publication Count
Aarnisalo:1995 L] 122
Abrahamson:2001 L] 50|=|
Abrams:2005 L] [
Acarin:1996 L] 0
Ackerley: 2006 L] 5
Adams:1995 L] 18
Ader: 1980 L] 0
Afsharpour:1985 L] 16
Aggleton: 2005 L] 0
Aghajanian:1977 L] 118
Ahlenius: 1987 L] 0
Ahmed: 1995 L] 12
Ahmed: 1996 L] a8
Akaike: 1992 L] 2
Akers:1978 L] 0
Akesson:1994 L] 18
Akintunde:1992 L] 26
Akopian:1988 L] 0
Al-Abdulla: 2002 L] 0
Al-kKhater:2008 L] 0
Albanese:1983 L] 26
Alden:1994 L] 1]
Aldes: 1988 L] 42
Alheid: 2003 L] 34
Allegrini: 2003 L] 2
Allen: 1989 v 28
Allen: 1990 v 1]
Allen:1991 v 212
Allen:1991a L] 0
Allen:1993 v 26
llen:1995 v 36
Alloway: 1999 L] 12
Alloway: 2008 L] 0
Alloway: 2009 L] 52
Alloway: 2010 L] 56
Almeida:; 1993 L] 198
Almeida:; 2002 L] 296|—
Alraans 2000 1 nl>

[] Connection must be described in all selected publications

All publications of one author were selected that contain connectivity data. Another publication (e.g., Abraham-
son:2001) is selected to show the function of logical operators. After pressing "Accept" we are able to combine
these selections by logical operators:
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Figure 6.4. Applying logical operatorsto publication filtering.
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The filter list contains 4 rows. The first and the second contains the selections that were made in the publication
table (see above). Does the publication of Abrahamson:2001 contain a connection that has been also published in
at least one of the five publications of Allen? To obtain an answer the first two rows must be checkmarked that
click on"AND" and the third row will be generated. The answer is: no connection of Abrahmson:2001 fit any of
the connections in the five Allen publications. If we connected the Abrahamson:2001 and all Allen publications
with an "OR" then we get the fourth row and with 408 connections. Complex filter expressions can be generated,
stored and loaded by using the buttonsin the right lower corner. A filter can be applied by selecting the row with
aleft mouse click (blue highlighted and then press "Apply filter" to generate a connection table that contains the
results of the filter application:

Figure6.5. The connection tableafter applyingthefilter in thefourth row of thefilter list.

O Comectuty suatsalion - Cormectvies: 400 TR

L

o | on ][ ot =

1990 OR Allen:1991 O Allen:1

All connections are listed that have been described in the five Allen publications or the Abrahamson:2001 pub-
lication. In this example there exist some authors that have also found the connections described by Allen and
Abrahamson:2001. Thus, further authors may be listed for a particular connection. The table can be exported by
selecting afirst row and alast row with mouse clicks, Crtl+C followed by Crtl+V in an appropriate spreadsheet
application or text editor (Columns are separated by tabulators). By clicking on the header of aparticular column
of the table the table will be sorted. The selected connections can be visualized in the atlas (View -> Atlas view):
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Figure 6.6. The atlas view: On the left a scrollable list of atlas thumb images with their
corresponding plate number and on the right the customizable visualization window is
shown.
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In this example the atlasimages 6 to 147 contain source and target regions of the connections. To bring only those
atlas images into the atlas view that contain differences of source and target regions from atlas image to atlas
image the difference button (lower left corner; exclamation point in yellow triangle) has to be clicked otherwise
all atlasimage are displayed by selecting the "green plus' button. Before clicking on one of the image selections
the number of image columns, e.g., 3 can be determined. If the scaling of an imageis adapted in one view port the
same action can be applied to all other view ports by checkmarking the "Sync views" checkbox.

Figure 6.7. The connectivity visualization in atlas images after setting 3 image columns,
difference button, " Sync view" and downscaling.
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The colors of the regions are the same as defined in the mapping procedure and as shown in the hierarchy. All
images that are shown in the connectivity view can be exported by clicking on the camera button. The right mouse
click on one image alows the settings of coordinate system views:
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Figure 6.8. The settings of the coor dinate system for all synchronized view ports.
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Image 43 can be selected by clicking on the large rectangle with an arrow showing to the right, then zooming
in by clicking on the magnifier + button. To visualize the source with filled dots as neuron sources (outdegree
checkmarked) of connectionsand Y -like symbolsfor terminal s (indegree checkmarked) with colors corresponding
to their source regions a connection map can be generated:

Figure 6.9. The connection map of sources and targetsin atlas plate number 43.
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By moving the mouse pointer over a region that contains source and/or targets a tooltip is opened containing
information of the region:
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Figure 6.10. Thetooltip of theright anterior cortical amygdaloid nucleusregion.
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The symbol density, symbol size and symbol line width among other parameters can be adapted by using the

dliders at the bottom of the view port.

2. Tract tracing and 3D based visualization of connec-

tions

Using the samefiltersasdefined in the examplein section 1 the same connections based on publication filtering can
bevisualizedin 3D by clickingon"Views" ->"3D-View" and performing specific 3D settings as described earlier:

Figure 6.11. The 3D-visualization of the same connections as filtered in the example in

section 1.
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3. Source-target based atlas and 3D visualization of
connections

The two other possibilities for filtering connections are single or combinations of source and target region based
connection filtering. A left mouse click in the "Filter administration" frame opens the following menu:

Figure 6.12. The" Createfilter” menu allowsto select sourcesfor connection filtering.
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A window will be opened to "Select source regions for filter" in the interactive hierarchy view. By search the
abbreviation "SNC" (in the "Short name" field) of substantia nigra pars compacta a list of all abbreviations that
contain "SNC" is generated:

Figure 6.13. The sour ceregionswhich contain " SNC" in their abbreviations,
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To select SNC only we can sort the "Short name" column by a left mouse click on the column header. The SNC
possesses the most inputs (173) and outputs (202) of all regionsthat contain "SBNC" as part of their abbreviations
(most of them are subregions of the SNC). The two rows of the left and right SNC are selected by a left mouse
click to highlight them in blue and then they are added to the selected region list by clicking on the green cross
right beside the "Tabl€e" frame.

Figure 6.14. Sorting and selecting of SNC.
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The selected regions appear now in the "Selected regions' list. Further regions can added now by performing
search operations or just navigating through the hierarchy. If the source region selection has been finished the
filter hasto be created by clicking on "Create filter".

Figure 6.15. The marked regions of the search result are transferred to the " Selected
regions’ list for filtering.
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Cancel Create Filter.

After clicking on "Create Filter" the two regions should be found in the "Filter administration” table of the main
windows of the "Connectivity visualization" GUI.
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Figure 6.16. The sourceregion filter isapplied by clicking on it (highlighting in blue).
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After clicking the source region filter it is highlighted in blue and all connections are filtered which receives
afferents from SNC. They arelisted in the "Table View". Now thisfilter can be combined with any kind of other
source or target filters by logical operators and visualized, exported or stored as described earlier. The filtered
connection list can be exported into a csv-file. For example, all connections of one particular publication (*author
filtering") can be filtered and exported in order to visualize and analyze them by using connectivity analysis (see
below). Then anew project have to be generated and the tree of regions copied to the new project and at least the
exported connection list (csv file) can be imported. The new project would consist of all regions of the original
project, however, it contains only the connections of the csv file.
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Chapter 7. Connectivity analysis

The analysis of neuronal networks can be accessed by clicking on"Analysis" in the main window of neuroVIISAS
and then on "Advanced connectivity analysis'. Analysis of networksis performed by cal culating matrices, global
and local network parameters. Results are presented as sortable tables, parameter combinations in diagrams, 2D-
visuaization of nested networks and 3D-visualization of rendered regions of a network. The first step of each
network analysisis the selection of regions.

Figure 7.1. The" Advanced connectivity analysis' main window.
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The "Advanced connectivity analysis' main window can be customized by the user. Views can be docked and
undocked (re-intgrated into the main window) to allow an optimal visualization of specific analyses. The control
buttons are in the upper right corner of each view. The main window consists of 4 views:

1. Triangle hierarchy: Triangle visualization of complex hierarchies.

2. Miniview for magnification of parts of large matrices.

3. Tree hierarchy: The hierarchy navigation view that works similar as the hierarchy view in the main window
of neuroVIISAS.

4. Tab View: By selecting atab at the lower border of the tab view.

The main window contains the menus "File", "Analysis panels', "Hierarchy panels’, "MiniView" and "Results".
These menus will be introduced in the following sections.

1. Region selection of a network

By clicking the right mouse button in the "Triangle hierarchy" window the following menu appears:
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Figure7.2. A right mouseclick inthe" Triangle hierarchy" windowsopensthe navigation
menu.
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To build a specific network(e.g., the basal ganglia) out of the whole connectome regions or nodes must be assem-
bled. It is possible to search (Name: longname or Short name) for specific regions, e.g., basal ganglia and to add
one or several regions within the search function to the network:

Figure 7.3. Theleft basal ganglia node is added to the network.

By right clicking on "Expand al leaves" of the basal ganglia node the subregions of the basal ganglia are opened.
All subregions of these regions can be opened by clicking again on "Expand all leaves'. Using the navigation
items of the menu:

» Expand all leaves (+ key)

e Openal

e Collapse onelevel ( - key)
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Reduce to this level

Expand all leafs in subtree (double click left mouse button)

 Collapse onelevel in subtree

Switch sides

Add submenu
* Remove submenu

It is possible to generate with afew mouse clicks atypical basal ganglia network of the left and right hemisphere
as shown in the following figure.

Figure 7.4. The selected regions of the basal ganglia of the left and right hemisphere at a
relative coar se level of resolution (level 14).

All regions that do not possess connections can be removed by clicking the right mouse button on the "Triangle
hierarchy" ->"Remove" -> "Remove regions without link". An"Undo" function for removing and adding regions
is available by pressing Strg+Z keys (switching back) and Strg+Y (switching forward. The selection of regions
can be stored in a "region filter" directory and used again ("File" -> "Save selection™). This procedure allows a
specific selection of regions of aspecific network or partial connectome. Thefollowing example shows aselection
of al regions of the somatosensory barrel cortex at largest resolution with all input and output regions of the left
and right hemisphere. The prominent diagonal connectivities suggest strong local circuit information at a high
resolution (very fine subdivisions of regions):
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Figure 7.5. Somatosensory barrel cortex with all input and output regions.

This selection can be applied to the project hierarchy in order to obtain areduced project that can be fast processed
and easily shared with other persons. To apply this selection to the project hierarchy or neuroontology click on
"File" ->"Apply node selection to project hierarchy":

Figure 7.6. The "File" menu with the "Apply node selection to project hierarchy"
selection.

After selecting "Apply node selection to project hierarchy” each node of the project hierarchy is selected that has
been selected in the triangle hierarchy:
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Figure 7.7. All regions are selected that has been selected in the triangle view of the
hierarchy.
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A right mouse click on anodein the project hierarchy opens the menu for hierarchy processing.

Figure 7.8. Deleting non selected regions.
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By selecting "Delete unselected regions” al regions are deleted that have not be checkmarked:

105



Connectivity analysis

Figure 7.9. Only selected regionsremain after deleting the non selected regions.
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Attention: The modified project hierarchy should beimmediately stored under a new project name!

After selecting regionsit is possible to go back to a previous state of the selection process by using the shortcut
Strg + z.

To calculate the "Adjacency matrix" the "Refresh” button or the "Enter" key must be pressed. By turning the
mouse wheel the view of the adjacency matrix can be modified. A right mouse button click on the adjacency
matrix opens the following menu:

Figure 7.10. The menu offersoptionsfor data documentation and export.
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The adjacency matrix can be configured by clicking on the "Settings' button, change the "Line thickness of the
grid" and "Choose a grid color". In addition a color scheme can be defined by clicking on "Change color values
of matrix". The color scheme can be saved as axml-file.

Figure 7.11. The" Edge count” matrix after defining a color scheme.
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Figure7.12.

The same options are available for all other matrices of the analysis tabulators. By moving the mouse over the
elements of the adjacency matrix specific information of a connection is displayed in atooltip, e.g., information
about the connection from the right parafascicular thalamic nucleus and the left caudate putamen complex.

Figure7.13. Tooltip information of theright parafascicular thalamic nucleus and theleft
caudate putamen complex.
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The rows of the adjacency matrix are sources of connections and the columns are targets. Hence, efferent/sending
regions are listed as abbreviations on the left side of the adjacency matrix and afferent/receiving regions are indi-
cated at the top. In most casesthe ipsilateral connections are more abundant than contralateral connectionsthat is
also the casein this example. The adjacency aswell as all other matrices can be configured by the user:

Figure 7.14. The " Settings' menu of the matrix by clicking on the dark gray button on
the upper right corner of the" Adjacency Matrix" view.
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The position of row and column names and formats, in this case full names, are selected. By double clicking on
amatrix element a navigation cross appears. On Linux KDE the double click is set automatically to 200 msec if
not specified. It is recommended to generate a .Xdefaults in the home directory of the user that contains "*.mul-
tiClickTime: 1000" and then open the shell and put in xrdb -merge ~/. X defaults.

2. The adjacency matrix

The connections of a network can be represented in a matrix and more specificaly: the adjacency matrix (A).
In the most simple, case A contains only zeros and ones indicating if a connection exists or not. In the case of
neuronal networksthat are based on metaanalysis of many complex tract tracing studieswe can represent far more
information in an A than the existence or non-existence of connections. In the example of the basalganglia as
shown in the last section the number of connections between a source and atarget is coded as gray values with a
scaling bar (0 to 56 connections). Because several authors may report the same connectivity numbers larger than
1 occur. By choosing the radio button "Adjacency matrix" abinary A will be calculated. This matrix contain all
those connections between sources and targets that are also located in higher levels (superregions), however, not
at lower levels (subregions):
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Figure 7.15. The binary adjacency matrix.
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If only those connections should be shown that directly connect exactly the indicated source and target regions
(leafs) the radiobutton "Consider only direct edges' must be selected followed by the selection of the radiobutton
"Adjacency Matrix" and finishing by pressing the "Accept" button:

Figure 7.16. This binary adjacency matrix should be sparser because connection of
superregionsare not considered.
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By selecting "Number of authors' the A is calculated containing the number of authors that reported the connec-
tions:
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Figure 7.17. Number of reports of the connections.

Adjacency Matrix

B © Settings - © e

v ®

Labelwidth

Randomizations

[Realnetwork =]

[1 | Randomizations
Representation of adjacency matrix
) Edge count

) Adjacency Matrix

® Consider only direct edges

O strongest weights

© Adjacency Matrix

® Number of authors

©) Average weight

© standard deviation of weights
O Discrepancy

) Tracing type

The average weight, respectively, density of a connection is shown in the following figure:

Figure 7.18. Average weight of connections.
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The adjacency matrix with standard deviation of weights are shown in the next figure:
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Figure 7.19. A relative large standard deviation of connection weightsis found between
theleft ventromedial thalamic nucleus and the left primary motor cortex.
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An important derivate of the adjacency matrix is the discrepancy of reported connections. This is mean relation
of positive and uncertain weights and reports that explicitly document the non-existence of a specific connection
(weight: 0). The strongest discrepancy is one which meansthat at least the connection in one report is documented
as non-existent and in other reportsit has a positive weight:

Figure 7.20. Therepresentation of discrepancies of connection reports.
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The type of tract tracing (anterograde, retrograde) that was applied to describe a connection is shown as follows:
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Figure 7.21. Types of tract tracing and combinations.
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In most cases retrograde (r: blue) and anterograde (a: green) traces have been applied for a specific connection.
However, those connections that are reported with a retrograde and a anterograde tracer (cross checked) can be
considered as more reliable. "a/r" indicate tracers that are transported anterograde and retrograde. These can be
used in one study also with another tracer that is transported selectively anterograde, only: at+alr. The weights or
densities of connections can be selected and indicated with different colors. The colors are defined in the menu
"Settings' -> "Change colors of connection weights' of the neuroVIISAS main windows. To indicate the weights

the radiobutton " Strongest weights' must be selected:
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Figure 7.22. 12 classes of types of weights ar e shown.

From: Lateral

Toi  Subthalamic_nucleus R

|_agranular_prefrontal_cortex R

Connectivities: 7

B O settings e

Labelwidth

Randomizations
Real network  |+]
1 Randomizations

) Edge count

) Adjacency Matrix
i consider only direct edges
@ Strongest weights
unknown

[ fibers of passage
not cear

exists

not present

very light

light/ sparse

light/ moderate
moderate/ dense
moderate/ strong
strong

very strong

Representation of adjacency matrix

Weight

Number |Relative part

light/ sparse

10.0071428576

moderate/ dense

0.2857143

strong

1.0

By moving the mouse on an orange element of the matrix that is not listed in the scale, e.g. AGI_R (last row)
and STh_R (second last column), 7 reports are listed that describe the connection from the right lateral agranular
prefrontal cortex (primary motor cortex) to the right subthalamic nucleus with different weights. The relative part
of aspecific weight is calculated and averaged to obtain ameasure for the relative weight of a specific connection

with regard to all reports.
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Theindication of weights can be combined with anumerical presentation (number of documented edges can also
be combined with numerical display).

Figure 7.23. Display of the values of weights within the adjacency matrix.

The frequencies of weights from different experiments and the type of detection (anterograde, retrograde) can be
visuaized in terms of areliability or validity matrix. The original weights of the matrix are related to areliability
weight as shown in the table below. These reliability weights can be redefined by the user. Also tracing types need
to be weighted. If aconnection has been detected by an anterograde and retrograde method it gets arelative large
reliability weight of 1. If the connection has been detected only by a retrograde method then the reliability weight
is0.5. All reliability weights of each connection are added and displayed in the reliability or validity matrix.
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Figure 7.24. The selection of the validity or reliability analysis and therelated reliability

weights.
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Additional information like sums of matrix columns and/or rows can be displayed by clicking on the Right and/
or Down button in the Settings window of an adjacency matrix (upper right corner of the matrix window). The
superior levels of the hierarchy can be added to the adjacency matrix as well by checkmarking "Parent regions
in labels" and selecting the levels by the slider. The number of direct and cumulated connections of a leaf of the
hierarchy can be shown by clicking on the configuration-button of the hierarchy (yellow and black bars in the

hierarchy window).
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Figure 7.25. Additional information of matrices.
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3. Further filtering and analysis options of the adjacen-
cy matrix

By clicking on the "Show table" radiobutton at the bottom adjacency matrix window the sums of indegrees, out-
degrees and maximafor each row of the matrix are computed in a sortable and exportable table.

The "Show table" function can be applied to any of the deviated adjacency matrices mentioned before and for
further matrices as well (distance, communicability, connectivity matching indices).

Figure 7.26. Row statistics of the adjacency matrix.

It isimportant to notice the the terms "Indegrees’ and "Outdegrees"’ are used in another sense than in the "Local
parameters' table. A node of aselection representsitself and its possible subregions (which are hidden) with their
connections. Hence, the indegree of a node i that is computed after clicking on "Show table" is the sum of the
inputs to the subtree of i from any of the subtrees of the selection. Outdegrees is defined in the same way. In the
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column "Self-references’ the number of connections within the subtree is shown. In the following figure these
definitions areillustrated:

Figure 7.27. Dashed arrows ar e indicating connections between nodes.
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In this example of the gray nodes F, G, C, D, H and | are selected. In the table that is computed with the " Show
table" function the outdegree of node"F" is4 and the maximum output (2) goesto the subtree of node"H". Hence,
node "H" isthe name of the "Target" that receives most outputs from node"F". However, inthe "L ocal parameter”
table the outdegree of node"F" is 3 (to nodes"G", "D" and "H").

Those regions that are reciprocally connected can be filtered in the adjacency matrix by opening the " Settings"
menu and checkmarking "Hide non reciprocal connections'. Then all connections are shown in the adjacency ma-
trix that are reciprocal. However, all other connections are till available within the adjacency matrix. These"non-
visible" connection can be seen by moving the mouse over the black matrix elements. If areciprocal connection
between two different regions posses two different weights then the largest weight is indicated.
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Figure 7.28. Reciprocal connectionswith positive weights.

The"Apply Filter" functionis applied to the indicated values shown beside the adjacency matrix. All regions will
be filtered that are larger or equal like the value in the left field and smaller or equal like the value in the right
field. After pressing the button "Apply filter" the "Refresh” button should be pressed in order to apply the filter
to theregionsin the triangle hierarchy.

The selection of regions which have collateral (axon branches) connectionsis performed by the following steps:
1. Analysis (Menu)

2. Advanced connectivity analysis (Submenu)

3. Hierarchy (Menu)

4. Automatic node selection (collaterals) (Submenu)

5. Enter or Refresh button

6. Consider only direct edges (and e.g. "Tracing type" selection)

7. Filter icon (upper right corner of adjacency matrix window)

8. Right mouse click in filter table

9. Move mouse to "Create filter"

10. Connection has to be a collateral

11. Click on the new filter row so that it appears highlighted (do not set a checkmark herel)
12. Click on Apply

After leaving the Filter function the filter is active as indicated by a yellow symbol beside the filter symbol! If
thefilter should be removed click on "Remove filter" button. Thefilter can be stored or loaded by clicking on the
symbolsin the lower right corner of the filter window.

3.1. Deleting several regions

Several regions can be selected by holding the Strg (Ctrl) key and clicking with the mouse pointer onto the leaves
of the triangle hierarchy that should be dropped after pressing the Del (Entf) key (the dropped regions are not
contained in the adjacency matrix anymore, however, their existence in the ontology is not effected).
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Figure 7.29. Selecting several regionsin order to remove them

3.2. Selection and filtering of regions within the adjacency matrix

Elements of the adjacency matrix can be select by using the rectangular selection function that is activated by
first pressing Shift-button (and hold it) and then moving the mouse pointer over the region of interests within the
adjacency matrix.

Figure 7.30. The black and yellow dashed linerectangleindicates the selected regions.

Following the the selection step the selection can be applied to the hierarchy by clicking the right mouse button
and select from the pop-up menu "Apply selection to hierarchy™. This process is meaningful to selected clusters
or densely connected regions within larger adjacency matrices.
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Figure 7.31. Applying the selection to the hierarchy.

3.3. Selection of >1000 regions needs huge matrices: how to save
random access memory

The expansion of complex hierarchies may result in the selection of thousands of connected regions. For small
matrices (< 1000x1000) RAM of 64 GB will alow normal working with neuroVIISAS. However, if the number
of regionsislarge like 40000 X 40000 then memory can saved by checkmarking the Save memory mode within
the " Setting" button at the upper right corner of the "Adjacency matrix window". In this cases abasic computation
of global and local network parametersis still possible, however, computations based on matrices are not possible
and matrices will not be computed.
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Figure 7.32. The" Save memory mode" switches off the matrix computations.
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3.4. Interactive threshold dependent top-town assembling of re-

gions

The assembling of groups of regionsthat are densely connected is supported by automatically deselecting regions
that have a small number of connections while expanding superregions to subregions. This function is useful
to develop coarse networks in order to understand higher organization principles of connectivity, e.g., coarse
neuroanatomic network presentation in block diagrams. In the following a coarse network around the basolateral
amygdaloid nucleus (BL) is developed. Because regions of the spinal cord are not of interest the Pars cranialis

region of the central nervous system is selected as a starting point.
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Figure 7.33. Selection of theregion Parscranialis.

search:[ | Name|

With aright mouse click in the triangle hierarchy the dialogue " Search and add regions" is opened and the "Baso-
lateral amygdaloid nucleus" should be searched and then added to the hierarchy.

Figure 7.34. The Basolateral amygdaloid nucleus has been added.

ThentheParscranialisregionin thetriangle hierarchy is selected again and then aright mouse clicks opensamenu
where "Add" is selected and then "Restore removed childs®. All child nodes of the prosencephalon are opened
including the ventricle regions which are removed by clicking on them and then pressing the Del key.
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Figure 7.35. Result after " Restore removed childs' from the Pars cranialis region have
been performed.

Then "Restore removed childs' is repeated after selecting the prosencephalon region and then for the brain stem
region. Superregion "large fibre systems' and "surfaces' are removed. Now the edge count display is selected
for the adjacency matrix (Click on "Settings" symbol at upper right corner of the adjacency matrix window and
selecting "Edge count” and "Display values").

Figure 7.36. After restoring two times child regions from superregions and new settings
of theadjacency matrix menu the RET (Retina) region showsonly few inputsand outputs
and no connection to BL.

=

Now, all regions should be removed that have an input to BL that is smaller than 5 and that receive lower than 5
output from BL. Select the BL region in the triangle hierarchy and then perform aright mouse click and select the
menueitem "Remove" and then select "Remove regionswith low input from Basolateral_amygdaloid _nucleus L"
and enter 5 as a threshold, finish by clicking on "Enter". Then this process must be repeated with the the output
filter "Remove regions with low output from Basolateral_amygdaloid_nucleus L". Then the coarse adjacency
matrix is condensed. Retina (RET) and Mesencephalon (MEC) has been removed.
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Figure 7.37. Result after removing RET.
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Then all removed children of the new superregions are restored as described before and the adjacency matrix will
look alittle bit more complex as follows.

Figure 7.38. All restored child regions.

123



Connectivity analysis

Figure 7.39. After input and output filtering the adjacency matrix is condensed.

After restoring child nodes and removing new child nodes, if inputs or outputs are below the threshold, a final
adjacency matrix is available that can be compared with neuroanatomical textbook presentations, review articles
and some overviews of connectivity architecture in the discussion-sections of research articles of tract-tracing
studies.

Figure7.40. A final addition of regionswhich aredensely connected totheregionsalready
selected.

To open the Settings-Window for configuring the adjacency matrix the settings-Button at the upper right corner
of the Matrix-Window must be pressed.
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Figure 7.41. Settings Window for configuring the matrix window.
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After pressing the "Right" and "Left" button the row and column histograms appear beside the matrix. By pressing
theright mouse button athreshold can be added and regions above the threshol d are highlighted by magentastripes.
Holding the right mouse button in the histograms move the threshold dynamically. The regions are marked by
rectangles. This selection can be fixed for further processing.
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Figure 7.42. Threshold based selection of regions.
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If all regionswhich have contours should be sel ected under one or several regionswhich have been selected before
then select "Hierarchy" menue and then "Expand leafs with contours only":

Figure 7.43. Preselection of aregion at an upper level of the hierarchy likethe pons.
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Figure 7.44. Then all regionswith contoursunder pons have been automatically selected.
These regions can be directly visualized in 3D.
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The distribution of matrix values of a certain region within the matrix with the remaining elements of the matrix
can be compared in terms of statistics. Hold the "Shift up" key by moving the mouse by holding the left mouse
key over aregion of interest of the matrix.

A yellow rectangle appears around the selected ROI. Then click with the right mouse key on the matrix and select
from the menu " Compare selection with complete matrix". Then the T-test statistics window appears. By clicking
with the left mouse button into the ROI and moving the ROI update the T-test result dynamically.
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Figure 7.45. A ROI in the adjacency matrix with the T-test statistics window.
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To mark regions of the adjacency matrices a marker function is available. The shift-up key and mouse are used
to mark aregion in the matrix followed by a right mouse click into the ROI and the selecting the options for the
rectangle-markers.

Figure 7.46. A red, green and blue rectanlel marker have been added to the adjacency
matrix.
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After computing another matrix the selection can be copied by a right mouse click and selecting "Adopt the
marking from™
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4. Navigation in matrices

The views "Triangle hierarchy", "Matrix" (here "Adjacency matrix" tab) and "Tree hierarchy" are logically con-
nected, meaning that if aregion in the "Tree hierarchy" is selected, e.g., lateral habenular nucleus left then the
corresponding triangleisindicated by ablack rectangle and the corresponding matrix row is highlighted by aviolet
stripe. Hence, it is possible to move fast through one view and get synchronized information from the other views:

Figure 7.47. Selected regions are highlighted in parallel in all threeviews. In this casethe
lateral habenular nucleus left has been selected.

The second possibility to obtain synchronized views that is comfortable if matrices are larger is a double click on
aparticular connection, e.g. CPu_L and MGP_L that will be highlighted by two violet bars:

Figure 7.48. A cross of violet bars indicates the connection between the CPu_L and
MGP_L.

ks | Gnancs o | Commaslity._| i Depes i | mipes | 1% vdepes | A Gl

Furthermore groups of regions are indicated after selecting a superregion in the hierarchy. A double click in the
middle of the stripes of magenta removes the highlighting.
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Figure 7.49. Highlighting a group of subregions by selecting a superregion.

4.1. Interplay of filtering, direct-indirect edge configuration and
types of matrices

The settings window of the adjacency matrix is needed to configure the adjacency matrix. The principal modes
of an adjacency matrix are direct edges or cumulated edges mode. Using the direct edge mode allows to select
8 different finer configurations like "number of authors', "Weight", "Average weight", "Standard deviation of

weights', "Discrepancy”, "Tracing type", "Validity" and an "Edge property”. The part "For analyses' allows to
define the type of matrix which should be used by connectivity analysis. The analysis can aso be configured in
an appropriated way by opening " Settings for analyses'. Then the type of edge weighting can be defined and the
matrix can be madefully reciprocal for reasons of comparison. Finally, edges can befiltered by aboolean approach
by clicking on the filter symbols. After applying such afilter awarning is shown.
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Figure 7.50. The settings menu for matrices (left), the settings menu for graph analyses
(upper right) and the " Filter for direct edges menu" which appears following pressing
theleft filter button symbol at the upper right corner of the matrix window.
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5. Visualizations of the adjacency matrix

The adjacency matrix can bevisualized in 2D using nested circle layout with edge bundling and in 3D. The nested
circle layout is opened by clicking on "Hierarchy panels' -> "Circle hierarchy" then the following window is

generated:
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Figure 7.51. Circle hierarchy.
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Options of the circle hierarchy can be accessed by clicking on the dark gray button at the upper right corner of the
circle hierarchy view. Circles can be labeled either with short or long names. Connection display can be switched
on or off and the connections can be highlighted by moving dashed lines. After double clicking on any node dashed
lines and highlighted borders of circles indicates pathways and targets.
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Figure 7.52. After moving the mouse pointer over a circle a tooltip will be opened. A
double click will show pathwaysto target nodes as dashed lines.

Central_nervous_system_right_R part_of Central_nervous_system
Short name: CMSR

Indegree: 0

Outdegree: 0

Number of Links in Subtree: 49707

Number of links coming to subtree: 14200

Number of links leaving the subtree: 14198

Number of Subregions: 5661

Magnification of aregion of interest is performed by the "+ magnify" button (upper right corner). The image can
be shifted be leave the left mouse button pressed and moving the image.
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Figure 7.53. Magnification if a region shown in the previous figure. Short name are
displayed now.

Beside planar visualization the adjacency matrix can be visualized in 3D, too. Click on "Hierarchy panels’ in the
main windows of "Advanced connectivity analysis' and select "3D-View". Then the checkbox "Display connec-
tions" must be clicked. Open the 3D menu by clicking on the dark gray symbol at the upper right corner of the
3D-view and checkmark "Use weight color for arrows' and "Use tubes for arrow shafts'.
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Figure 7.54. Visualizing the adjacency matrix in 3D with a specific connection layout.

An important feature of the 3D view is a paralelized hierarchy navigation and 3D updating: Right mouse click
on image and start navigating the hierarchy. To continuously rotate in one axis or combinations of axis a stepwise
rotation function in the 3D menu is available to produce movies or videoclips.

6. Planar graph visualizations

A further option to visualize the content of the adjacency matrix is available by clicking on the menue button
"Others" in the "Advanced connectivity analysis' window. The GraphView window is opened after selecting
"GraphView". In the following example the " Smart organic layout” in combination with the "Bus router" of edges
has been selected followed by clicking on the "Update" button™. Zooming is aso supported by turning the mouse
wheel or by clicking on theicons.

Figure 7.55. A planar graph visualization (right window) of the adjacency matrix of an
unilateral basalgangliaregion selection (in the left window).

After synchronizing the left and right basalganglia regions the "Organic layout" and organic edge computation
provides the following result.

135



Connectivity analysis

Figure7.56. Theregion of theright hemispheresarelocated intheupper part of thegraph.

@@ ®

The complex connectivity of the Barrel field A1 can easily be visualized as shown in thefollowing " Smart organic
layout" with "Bus router".

Figure7.57. Barrd field A1 with thalamicinput, intrinsic connectivity down tothecellular
level and connectivity to the adjacent barréel field A2.
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The"Incremental hierarchiclayout” allows edge bundling of sources or edge bundling of targets. To further reduce
the number of edges " Self-References" can be switched off and reciprogal edges can be combined by checkmark
the checkbox. The color of the edges can be related to the adjacency matrix "Get edge color from adjacency
matrix". The thickness of edges can be increase by using the "Line width" slider and the "Backgound value" can
be adapted to visualize very light or dark colours.
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Figure 7.58. The incremental hierarchic layout with some further option was used to
visualize the unilateral basal ganglia network.
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To visualize left and right hemispheric networks along an axis of symmetry the option "Symmetric" has to be
checkmarked.

Figure 7.59. Symmetric visualization of left and right hemispheric regions.
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Many cortical regions consist of cytoarchitectonic layers. A layer-dependent connectivity visuaization in combi-
nation with symmetry preserving visualization is shown in the following example. By checkmarking "Layers' the
layers (if some layers are selected as regions) are put in stack.

Automatic layering works if the longnames of regions havethe ending ...L1, ...L2, ...L3 and so on.

Figure 7.60. Symmetric and stacked visualization of layered and non-layered regions.
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To visualize symmetry in combination with hierarchical locationa"Sync side" selectionis necessary. Then"Sym-
metric" and "Display superior structures' must be checkmarked. For the visualization of the hierarchy the node
layout "Hierarchic goup layout" in combination with the edge layout "Bus router” is suitable;

Figure 7.61. Symmetry, hierarchy and color coded visualization of the number of
connectionsin between subregions of branches of the hierarchy.

@ ®
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The graph configuration menu has been divided into a"Layout" and a"Visualization" part. An interactive visual-
ization of a complex graph without edge crossing is available in the Layout tab.
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Figure 7.62. The menu tabsfor layout and visualization of the graphview window.
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7. Circular connectivity visualization using the Circos
table viewer

Circos is a visualization tool that can be used as a local Perl application or through a web-interface (http://
mkweb.bcgsc.caltableviewer/). The web-interface allows to import tables in the form of csv-text files. A circos
text file can be generated in neuroVI1SAS by opening the export menue by aright mouse click on the adjacency
table and the selection of "Export matrix for circos".

139



Connectivity analysis

Figure 7.63. Color option (the color of regions; not the color of connections) and the

order of regions as well as regions names can be configured before the csv-table will be
generated.
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Then the csv-file can be imported using the circos web-interface.

Figure 7.64. " Row with col order” and " row with col colors' must be checkmarked!
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Your file must be plain text.

Your data values must he non-negative integers.

Column and row values must begin with a letter (e.g. ‘A", 'AD’, "A-0")
Data must be space-separated (one or more tab or space)

Maximum row + columnn total is 150 — if exceeded, rows and columns
are limited to 75
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After pressing the "Visualize Thale" button the circular layout of the imported table is calculated (this may take
some time).
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Figure 7.65. Thecircos layout of the bilateral basalganglia connectome.
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Theinterpretation of some parts of the basic layout is shown in the following:

Figure 7.66. I nter pretation of someregions of the circos visualization of the basal ganglia
network. A magnification around SNC_L (substantia nigra compact part) is shown.
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8. The table hierarchy of the adjacency matrix

To obtain information of a particular region with regard to al other regions of the adjacency matrix the "Table
hierarchy" can be used. Thetable hierarchy refersto the "Edge count” matrix! It need to be selected by "Hierarchy
panels' -> "Table hierarchy" then the "Table hierarchy" view is added to the four standard views:

Figure 7.67. By clicking on a row or region in the "Table hierarchy" this region is
highlighted in blue and the parameters of all other regions are calculated with regard to
the selected one.

The left caudate putamen region has been selected and the mouse pointer is moved to the last row indicating the
right subthal amic nucleus with atooltip that showsin a short form thelocation in the hierarchy. The table consists
of 9 columns:

1. Index: the sameindex asin the sequence of rows (sources, efferent regions) in the adjacency matrix.
2. Name: long name of regions.

3. Short_name: abbreviation of regions.

4

. Input: number of input connections from aregion (and all its subregions!) to the region (and all its subregions!)
in the activated (highlighted) row (here: Caudate putamen L).

(2]

. din: distance (number edges, vertices) from any region to the selected (highlighted) region.

6. w+ in: average positive weight of output from any region to the selected (highlighted) region (average positive
input weight to the highlighted region).

7. w- in: average negative weight of output from any region to the selected (highlighted) region (average positive
input weight to the highlighted region).

8. Output: number of output connections from the activated (highlighted) row (here Caudate putamen L) (and
all its subregions!) to aregion (and al its subregions!).

9. d out: distance (number edges, vertices) from the selected (highlighted) region to the any region.

10.w+ out: average positive weight of output from the selected (highlighted) region to any region (average positive
output weight from the highlighted region).

11.w- out; average negative weight of output from the selected (highlighted) region to any region (average positive
output weight from the highlighted region).
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For example, the left caudate putamen complex is selected and in focus. The relation to the left substantia nigra
compact part can be described as follows: The number of connections from the regions within the subtree of the
substantia nigra compact part to subregions of the subtree of the caudate putamen is 28 (28 inputs to caudate
putemen), The distance from the left substantia nigra compact part to the caudate putamen complex is very close:
only one edge (direct connection). The average positive weight of output from the left substantia nigra compact
part to the left caudate putamen complex is very large (4.823), vice versa the average negative weight of output
from the |l eft substantia nigra compact part to the left caudate putamen complex is very low (-0.038). The number
of output connections from the regions of the subtree of the substantia nigra pars compacta to the caudate putemen
subtreeregionsis 17. The distance from the | eft caudate putamen complex to the left substantia nigra compact part
region is also short and reciprocal. The average positive weight of the left caudate putamen to the left substantia
nigra compact part is relative strong (3.293) and vice versa the average negative weight of the same connection
very small (-0.017).

9. Adjacency matrix based degree statistics
Descriptive statistics along the rows of the adjacency matrix is computed and represented in a table accessible
by clicking on the second "Degree statistics' tab beside the "Adjacency matrix" tab. The following table will be

opened:

Figure 7.68. The degree statistics table of the rows of the adjacency matrix.

The meaning of the columns are the following:
1. Name: the sequence of longname of regionsis the same as in adjacency matrix.

2. Outdegree: Sum of outdegrees (outputs, efferents) of the selected region and all subregions of the subtree of
the selected region.

3. Maximum: the maximal outdegree of the region to one other (maximum outdegree of all elementsin one row
of the adjacency matrix).

4. Target: the region that receives the maximum of outputs (indicated in 3. "Maximum").

5. Indegree: Sum of indegrees (inputs, afferents) of the selected region and all subregions of the subtree of the
selected region.

6. Maximum: the maximal indegree of the region to one other (maximum indegree of all elements in one row
of the adjacency matrix).
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7. Source: the source that sends the maximum of inputs (indicated in 6. "Maximum™) to the region.
8. Self-references: The number of reciprocal connections.
9. Volume mms3: The volume of the region. If the region is not outlined then the volumeis set to -1.

10.Number of subregions. the number of subregions of the region.

10. Reciprocity matrix

Thereciprocity matrix isinitialized by clicking on the Tab "Reciprocity matrix". Before the options for the adja-
cency matrix should be configured because the reciprocity matrix is derived from this preselection. In the follow-
ing example the weight matrix of direct edges has been calculated. Then the reciprocity matrix is selected and
calculated after pressing the Refresh button. The " Show table" radio button allows to sort the reciprocity quotients.

Figure 7.69. Reciprocity matrix of the edge weights of direct connections.
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In the reciprocity matrix the red shades are coding a smaller output (efferent, row) or input (afferent, column)
value than the green shades. White means 50% output and 50% input of areciprocal connection.

11. Distance matrix

The distance matrix (or cost matrix) is a symmetric NXN matrix and represents the minimal number of edges
(shortest path) between the source nodes (vertexes) in the rows
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and the target nodes in the columns. Those regions which are not directly connected have larger distances. In the
case of the basalganglia system there exist at |east

one shortest path to connect one region with all others.

Figure 7.70. The distance matrix of the left and right basal ganglia system with a scale
of edges of shortest paths.
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12. Extended distance matrix

The extended distance matrix combines the spatial distance between regions and the weights of connections be-
tween regions. Select the "Extended distance matrix" tab and then click on the Settings button.

The settings window allows to apply two different formulas and different scaling factors and and the offset S.

F* (spatial Distance) / weight + S. Large distances like 14000 um of the spatial distance matrix are adapted to the
range of values of weights 1-4 . S determines the influence of the graph theoretical distance!

F1* (spatial Distance) +F2 / weight + S. Spatial distances can be adapted by the reciprocal value of the mean
spatial distance (e.g. 0.0006). If the weight should have a two fold influence than the graph theoretical distance
thenF2=2and S=1.

After pressing "Accept" the following extended distance matrix for the region of hippocampal formation has been
computed:
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Figure 7.71. The extended distance matrix with the settings menu.
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13. Communicability matrix

The communicability G of a network was introduced by Estrada and Hatano (E. Estrada and N. Hatano (2008)
Communicability in complex networks. Phys Rev E77, 036111 http://pre.aps.org/abstract/PRE/N77/i3/e036111)
matrix. The communicability between apair of nodesin anetwork can be considered as the shortest path between
them. The communicability has been generalized by considering the shortest path and al other walks between
pairs of nodeswith lower contributions to the communicability function. According to Estrada and Hatano (2008)
the communicability function G between the nodes p (starting node) and q (target node) can be written asfollows:

Figure7.72.

A large communicability means that there exists many short shortest paths between a pair of nodes. A small
communicability meansthat there exists many long shortest paths between apair of nodes (alternative paths (other
paths than the shortest paths between two nodes) are quite long). Because the computation starts with k=0 each
value on the diagonal of the communicability matrix islarger O (even if there exist no connection in the adjacency
or distance matrix).
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Figure 7.73. The communicability matrix of theleft and right basal ganglia.

Communicability

14. Generalized Topological Overlapping Measure
(GTOM)

The GTOM matrix was introduced by Yip and Horvath (Yip A, Horvath S (2007) Gene network interconnected-
ness and the generalized topol ogical overlap measure BM C Bioinformatics 2007, 8:22). It isameasure of pairwise
interconnectedness that is proportional to the number of neighbors that a pair of nodes share in common. The
measure is a count of the number of m-step neighbors that a pair of nodes share and normalizes it to take a value
between 0 and 1.

Figure7.74. The GTOM matrix of the left and right basal ganglia network.
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Figure 7.75. Thereformatted GTOM matrix with a user defined color scale.

15. Joint degree distribution

The joint degree distribution (JDD) of an oriented network describes the distribution of probabilities that a ran-
domly chosen edge connects nodes that have the k1 indegrees and k2 outdegrees. The diagram shown below pro-
videsinformation how many nodes exists that have a certain number of indegrees and outdegrees. E.g., there exist
four nodes possessing 13 outdegrees and 12 indegrees. The tooltip in the diagram indicates that there exist two
nodes that have 21 indegrees and 15 outdegrees.
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Figure 7.76. Joint degree distribution of the directed basal ganglia system networKk.

Joint Degree Distribution
Outdegree
10
I

1

Indegree

Indegree: 21
Outdegree: 15
Number: 2

16. Connectivity matching index of indegrees

The connectivity matching index between two vertexes p and g provides the amount of overlap of their connec-
tion patterns. Connectivity matching indices of a directed network can be computed with regard to indegrees,
outdegrees and both together. It is an indication of the extent to which the connectivity patterns of two nodes or
neuroanatomical regions coincide.
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Figure 7.77. The connectivity matching matrix of indegreesor afferents.

CMI Indegree

17. Connectivity matching index of outdegrees

The connectivity matching index of outdegrees or efferents is an indication of the extent to which the outdegree
or efferent connectivity patterns of two nodes or neuroanatomical entities coincide.

Figure 7.78. The connectivity matching matrix of outdegreesor efferents.

CMI Outdegree
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18. Connectivity matching index of indegrees and out-
degrees

The connectivity matching index of outdegrees and indegreesis an indication of the extent to which the outdegree
and indegree connectivity patterns of two nodes or neuroanatomical entities coincide.

Figure 7.79. The connectivity matching matrix of indegrees and outdegr ees.

CHIAIl

19. Comparison of hierarchies (differential hierarchical
connectome analysis)

A list of selected regions (L 1) can be compared with a second list of selected regions (L2) in order to detect 1)
identical regions, 2) regions of a superior level in the hierarchy, 3) regions of an inferior level in the hierarchy,
4) regions of L2 that are not included in L1 and 5) regions of L1 that are not included in L2. In the advanced
connectivity analysis window regions has to be selected. Such alist can be stored (File -> Save selection). Now
a second selection of regions has to be performed. Also, this second list of regions of interest can be stored. Now
it is possible to compare the two different selections of regions by opening one of the stored lists and compare it
with the actually displayed selection of regions (File -> Compare selection). Thereafter, atable is generated:
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Figure 7.80. Comparison table of two lists of selected regions. The actually displayed list
of regionsis shown in the column " Current selection” and thelist that has been opened
in the column " Opened selection”
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Abbreviations of regions and the hierarchical level is displayed for each region. If a region that was contained
in the opened region file is a subregion (part of) a superregion of the actually displayed list than a"<" indicates
the relation: Ventromedial periaqueductal gray (from file loaded region) is part of the periaqueductal gray which
aregion of the actually displayed list. "+-" means that a regions is included in the "Opened selection column”,
however, it ismissing in the "Current selection” column (vice versa"-+"). To abtain more specific connections of
smaller regions of the hierarchy in the "Current selection” the relation column can be sorted and all regions with
a"smaller than" relation can be simply added by clicking on the corresponding row.

A typical situation could be the following. A list of activated or hypoactivated regions is observed in fMRI or
cfos expression. Are the output targets of a specific region, e.g., cortical area like parietal association cortex,
included in the observed list and which regions that receive input from the parietal association cortex have not
been observed in the experiments. In order to perform a explorative differential connectome analysis we need the
list of regions from the experiment (experiment list) and a specific list of regions of the connectome (connectome
list). The region of interest could be the parietal association cortex which can be selected by applying the search
function in the lower |eft corner of the Advanced connectivity analysis window. Now, the parietal cortex appears
asasingle nodeint the selection:
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Figure 7.81. A single node (region of interest) was added.

..................

Figure7.82. With regard to thelast added node all output neighbor s of this specific node
of the left hemisphere (and all its subtree nodes) should be added.

"B O selectregionsyouwanttoadd - @ ®
) Input-Neighbors ® Output-Neighbors ) Both
Side:
Left [ |Right [ ] Other
Subtree

[] Allow expanding of leafs

| Continue || Cancel
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Figure 7.83. Now we reduce the selection to hierarchy level 11 (because this levd is
meaningful with regard to the structure of this specific hierarchy and the experimental
problem).
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Figure 7.84. Now we have all output neighbors of the parietal association cortex.
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In addition, we want to consider also second output neighbors of the parietal association cortex. Therefore, aright
mouse click in the triangle hierarchy is performed and we select "Add neighbors of al leafs' and use the same
parameters as shown above (output-neighbors, Left, Subtree). Then we get:
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Figure 7.85. A selection of all primary and secondary output neighbors of the parietal
association cortex.

This selection can be stored and used for comparison with the experimental list.

20. Filtering features of connections (edges)

The filtering of edges can be applied to direct connections only (connections between leaves of the hierarchy).
1) Open the "Settings" box (click on quadratic symbol at the upper right corner of the matrix display window).

2) Inthe" Settings" box select "Consider only direct edges' and select of type of information that should be applied
(e.g., "Tracing type")

3) Press"Apply" (inthe"Settings' box) and then "Refresh” button (lower left corner of the matrix display window)

4) Open the "Filter box" window by pressing on the cone-shape icon at the upper right corner of the matrix display
window.

Then the following window with filter settings appears:
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Figure 7.86. Window with filter settings.
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By clicking with the right mouse key into the list frame,s elect "Create". The following menu appears:
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Figure 7.87. Thelist of data featurefor thefilter definition.
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Inthiscase"Tracing type" has been selected because we want to select all connections that were detected by virus
tract-tracing.

Now the "Tracer code information” window is opened to allow settings:
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Figure 7.88. Tracer codeinformation window.
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After selecting the appropriate features the filter must be select by clicking on it (blue bar background) and then
the button "Apply" must be pressed. Now the filter settings of edges have been applied and only those connections
remain in the adjacency matrix that fulfill the conditions. Some connections were observed by non-viral-tract-
tracers and one connection by aviral tracer, only (gray).

21. Extracting a virus connections from a connectome

project

Virustract tracing data are visible in the "Edit connections” window
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Figure 7.89. Virus pathway datain the" Edit connections' window in the " Paths' table.
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To relate avirus abbreviation to a annotation of the virus and the category "virus' which isimportant for filtering
virus connections in the Advance d connectivity window, select the "Experiments" tab and click on"More". Then
sort the relation table by clicking on the viral column and perform the definitions:
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Figure 7.90. Upper window: The Experiment tab with the" More" button. L ower window
thetract tracing definition table with sorted viral column.
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A further general presentation of virus tract tracing datais visible in table format: Analysis-> Project Statistics
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Figure 7.91. Project statisticstable with " path" information of virus pathways.

o Project statistics _ratfrontal_14_09_2016variants

Publications cited in
Publication not suitable 5

not analysed yet
075

umber of observations
10

umber of regions
66

umber of regions Bilateral

umber of regions Asymmetric
39827

umber of Ieafs
72786

umber of region names
58448

umber of region
15

umber of regions with contours
72

diine regions
2

i
WMaximum hierarchy depth
54407

Mumber of connectivity data
74704

| [Number of existing
472

||Reciprocal edges
Seltreferences

Transsynaptic connectivity

Transsynaptic obsenvations

umber of paihs

eng
eng

eng

eng

ath leng

umber of left ipsilateral paths

umber of & paths

umber of Ieft paths switching side repeatedly

umber of right ipsilateral paths

umber of right paths
1

umber of colateral
4

umber of targats=

umber of targats=

umber of targats=

umber of targats=

umber of targats=

umber of targets=
umber of targets="

umber of targats=

umber of targsts=10

umber of targsts=11

umber of targats=

umber of targats=

umber of targats=

umber of targats=
0

umber of targats=

umber of targsts=19

umber of targsts=20

umber of targsts=24
8

umber of Ieftipsilateral colaterals
42

umber of left colaterals
43

umber of left colaterals with ipsi and
714

umber of right ipsilateral colaterals
0

umber of right colaterals
4

umber of right colaterals with ipsi and
umber of afferent colaterals

umber of sources=2
1

umber of left ipsilateral aflerent colaterals
umber of right ipsilateral aflerent colaterals 1

Weight (Connections) All 1PSI CONTRA

unknown
fibers of passage

not clear

EIHE
FREEE
i

exists

not present
very light

light/ sparse

light/ moderate

dense

5
%858 38 |5|3H)E

2]

strong

strong

The way through the following menus generates a adjacency matrix which contain only those connection which
have been described by virus tract tracing: "Advanced Analysis' -> "Hierarchy" -> "Automatic node selection
(Tracer code)" -> confirm "Viral" -> Setting for graph analysis -> Consider only direct edges -> (Visualization:
Adjacency Matrix) ->"Click to add afilter for the direct edges’ -> Tracer code informations -> At least one tracer
code has to match the condition -> Category: Vira -> True -> Apply

Then the adjacency matrix shows all connections which are detect by virus tract tracing or by virus tract tracing
and non virustract tracing. To remove regions which are not connected: Repeat right mouse click in hierarchy and
Remove regions without connections until no changes in the hierarchy occur. To obtain only those connections
which are detected only be virus tract tracing and non virus tract tracing methods the following filter must be

applied:
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Figure 7.92. Filter for virustract tracing and non virustract tracing methods.
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The virus connectome matrix is shown below. In the "Info" window principal information of data selection is
shown.

Figure 7.93. A virus connectome.
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22. Filtering of fixed regions

Regions can be fixed (they obtain an fixation index of 1) to filter these selected regions later on after adding all
efferent and/or afferent regions of the fixed regions (network embedding) . This can be performed on individual
regions or leafs of the hierarchy or by selection of multiple region in the local parameterstable. In the following
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exampleall laminar subregions of the hippocampal and parahippocampal regionshave been fixed. Then all efferent
regions and afferent regions should be added: right mouse click in the hierarchy window and selection of Add -
> Add neighbours of all leafs.

Figure 7.94. Preparation of adding new regionsin dependence of an existing selection of
regions.
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Then alist of all efferent and afferent regions is generated which can be further filtered.
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Figure 7.95. Filtered input and output regions of regions which have been selected before
and which appearsasleafsin the hierarchy.
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In order to add only those regions with more then 4 connections the list can be sorted by clicking on the "Edge
count" column and then select all regions with lessthen 5 edges (see following figure) and then click on"Remove

selected regions’.
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Figure 7.96. Remove selected regions. The selected regions which have less then 5
connections are highlighted and can be removed after pressing the button " Remove
selected regions” .
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Retrosplenial_dysgranular_cortex_L 11|RatNS:CNS:CNSL:PACIPRC.TEL.CECALLOCX:RS:RSdys
Juxtaparaventricular_part_caudal_[Lateral_hypothalamic_area_[Preoptic_anterior_region]]_L 14/RatNS.CNS.CNSL:PACIPRC . DEC.HYPO HYPOz LAHYPO PAreg.LHPAR JPY.JPVC
Subiculum_tempaoral_third_L 14/RatNS:CNS:CNSL:PACTPRC. TEL:CECALLOCX:HIPP:HIPPR:S:STe:STet
Dorsomedial_striatum_L 13/RatNS:CNS:CNSL:PACTPRC TEL:BG:CSTR:STR:CPUACPU:CPudm
Anterior_piriform_cortex_L 11|RatNS:CNS:CNSL:PACIHPRC TEL.CECALLOCK.PirAPIRC
Primary_visual_cortex_rostral_part_L 12|RatNS.CNS:ICNSLIPACIPRC TEL.CECNEOCX VR VI VIR

Frontal_cortex_area_2_L 12|RatNS:CNS:CNSL:PACIPRC TEL:CEC:NEQUXASR:FrAFr2
Wentral_bank_of_the_rhinal_fissure_intermediate_part_L 10[RatN3:CNS:CNSL:PACTPRC: SUP:FYBEVBM

Field_CA1_of_hippocampus_septal_pole_L 16|RatNS:CNS:CNSL:PACIPRC.TEL.CECALLOCKHIPP:HIPPR HIPPP:AmH.CA1.CA1sep.CAl sp
Lateral_entorhinal_cortex_ventral_part_layer_3_L 14/RatNS.CNS.ICNSLIPACTPRC TEL.CECALLOCX.PHR Ent.LENt VLEAVLEAL3

[v] Select all

Limit hierarchy depth =——=_J= 15

‘ Accept H Cancel || Remove ed regions || Check TOWS H Determine number of nei: s among leafs |

Furthermore the hierarchy depth to which the regions which should be added should belong can be adapted, then
all remaining regions should be added to theinitial selection by clicking on "Accept”. Then the Adjacency Matrix
looks as follows:
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Figure 7.97. All added efferent and afferent regions with more then 4 connections and
location at a level of hierarchy lessthan 16..
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Now, al connection from fixed regions (intrinsic output to extrinsic region or intrinsic efferents to extrinsic re-
gions) can befiltered by applying e.g. the indirect edge filter in the upper right corner of the adjacency matrix.

After opening thefilter table and right click with mouse in the table area click on "Create filter" and select "Filter
for fixed source or target nodes'. In the following window selected if fixed regions should be sources or targets.
Select the new fitler row as shown in the following figure and click on "Apply filter".
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Figure7.98. Filter all edgesfrom intrinsic or fixed regionsto non-fixed (extrinsicregions).
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search: Name Short name [_] Automatically add best matching region dis

Then an adjacency matrix is computed which contains the output connections only from fixed regions.
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Figure 7.99. A presentation of all output connections (efferents) of fixed regions.
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Adjacency Matrix [ Reciprosity matrix | Distance Matrix | Extended distance matrix | Communicability | GTOM-Matrix | Motifs | Global parameters | Wulnerability | Local parameters | Extrinsic statistics

Rich-club coeffisient | Diagrams | Simulation

Search: Name Short name [ ] Automatically add best matching region

This kind of filtering can be applied to determine all regions which have connections to or get connections from
anetwork of interest (NOI) or a specified preselection of regions.

23. Randomization models and global network para-
meters

Thetab "Global parameters' opens atable with 19 parameters and parameters estimations for the scale-free prop-
erty and the exponential distribution. All these parameters can be computed for 6 different types of surrogate net-
works with same number of nodes and edges as the real network that was build by the user, e.g., the bilateral basal
gangliasystem. The rows of the table can be marked with the mouse and copied to a spreadsheet application.
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Figure 7.100. Global parameters table with the 6 types of randomizations. Below a
windows with result of a modularity computation is shown.

B ) Anasin Proct: ratfrostal 22_12 2011 st cormacsiom AL
Fil , i b5 Miniview R

B

This analysis of global parameters shows the results of 1000 simulations of the directed bilateral basal ganglia
network consisting of 30 nodes and 332 edges. These 30 nodes and 332 edges are predetermined by the sel ection of
nodesto build the user defined basal ganglianetwork. This network has been simulated 1000 times using the Erdos
Renyi randomization and the average of each of the 19 parameters has been computed. Then 1000 simulations
using the Watts-Strogatz model (the #-parameter must lie between 0 and 1. A large p leads to a more uniform
randomization. A p of 0.2 is the default value) was performed (with 30 nodes and 332 edges). This has been
repeated with the Barabasi-Albert (#-parameter see above), the Eipert SF (#parameter see above), the Ott-Hunt-
Ozik (OHO, J Ozik, BR Hunt, E Ott. Growing networks with geographical attachment preference: emergence of
small worlds. Phys Rev E Stat Nonlin Soft Matter Phys 69: 026108, 2004) and the rewiring models. The meaning
of parametersis listed in following. Notation (Rubinov M, Sporns O. Neuroimage 52: 2059-1069, 2010).

M odels of randomization

The following random graph models are compared to the real network of the intrinsic amygdala connectivity. By
comparing the average path length and the cluster coefficient of the models with the real network it isfeasible to
determine amodel that is most similar to the real network.

1. Erdés Renyi graph

G(n, p) where nisthe number of vertices and p isthe probability that an edge (i, j) exists, for al i, j. The degree
distribution of the Erdés Renyi random graph is binominal in terms of

n—1

Pl(deg(v) =k) = ( L

)pk(l —p)n ik

2. Watts-Strogatz graph

The small-world model of Watts-Strogatz is arandom graph generation model that provides graphs with small-
world properties. The network (initially it has a non-random lattice structure) is build by linking each node to
its < k > closest neighbors using a rewiring probability p. Hence, an edge has the probability p that it will be
rewired as arandom edge. The number of rewired links can be estimated by:

PE=pN <k>/2

3. Barabasi-Albert graph

169



Connectivity analysis

The Barabasi-Albert graph is used to generate preferential attachments between nodes. The probability pi that
the new node is connected to nodei is

.Ii:j
Zj ‘{fj

The degree distribution of a Barabasi-Albert network is scale free following the power law distribution of the
form:

Pi =

P(k) ~ k™3

4. Eipert graph

Themodified Eipert model (EN: Eipert network) isbased on the Barabasi-Albert graph. However, the algorithm
starts at a fixed number of nodes and edges are added iteratively.

5. Ozik-Hunt-Ott graph

The Ozik-Hunt-Ott model (OHO) (Ozik et al., 2004) isasmall world randomi zation approach that was modified
for directed networks and a fixed number of edges. The OHO-model uses a growing mechanism in which all
connections are made locally to topographical nearby regions.

6. Rewiring graph

Therewiring-model connects each target of an edge of a network to another target node. The number of inputs
and outputs of each node in the rewiring is the same as in the real-world model.

Power law
Pk)y=a- -k

A isthe deviation (error) of an empirical distribution of degrees from the power law function. A small A value
means that the empirical distribution is similar with the power law function.

Global parameters

1. N: set of al indices of nodesin the network (vertex = node).
N =1{1,2,3,...,n}
IN| =n

2. L: set of al linksin the network (link = edge = arc).

3. I: number of linksin the network.

4. (i, ]): alink between nodesi andj (i, j 7 N).

5. g;: isthe state of connection between nodei and nodej in the network. gj= 1if link (i, j) exists; &;=0 otherwise
(aj=0for all i).

6. Adjacency matrix A:

1 if (i, j) e E

A = (a;;)} where a;; =
0 else

ij=1
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. Nodes: Number of nodes (vertexes, size of agraph) that represent neuroanatomical entities.

n=|N

. Edges: Number of directed connections in the network.
TL
L= > ai
i,j=1

. Self-references (0): Number of connections were source and target are identical.
Large o: Many self references occur in the network.
Small o: Few self references occur in the network.
Range: 0 (min) to number of nodes (max).
Type of measure: node.
0= Z i;
ieN
. Isolated nodes. Number of single nodes without connections.

. Connected components: Number of networksthat have internal connections, however, which are not connect-
ed with other networks.

. Reciprocal edges: Mean number of reciprocal connections of the selected regions without self-references.
. Average hierarchy depth: Mean level of all selected regions with regard to the root node of the hierarchy.

. Average valency = average degree: Mean number of edges per node. The average directed neighbor degree
(deg) is

— 2L
deg = —
n

. Heterogeneity (Hyc): Coefficient of variation (V C) of the degree, parameter.

1 ;
Hye = d:eg : ; (df:-ga“(-i) — @j

If Hyc = 0, all nodes have the same degree. The larger Hy ¢ the more diverse are the node degrees. In the
weighted case the versions of the degrees are used. The heterogeneity measure of Estrada (2010) was not
implemented because it is not defined for directed and weighted graphs.

10.Line density (Ld): Edge density in percent is the number of edges divides by the number of possible edges.

It is determined without self referencing edges.

f

Ld= ——
n-(n—1)
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11.Diameter (Diam): Maximal path length between any pair of nodes. The diameter of a graph is the maximum
eccentricity of any vertex in the graph. That is, it is the greatest distance between any pair of vertices. To find
the diameter of a graph, first find the shortest path between each pair of vertices. The greatest length of any
of these paths is the diameter of the graph. A high graph diameter indicates that the nodes are very distant,
implying little graph compactness. | nterpretation: Overall easiness of nodes to communicate or influence their
reciprocal function. Also asign of functional convergence.

Diam = max{d(i, j)|d(i, J) < o0}

12 Average path length: Mean of the distance matrix. The characteristic path length (L) is the same as the
average path length or the average distance and is also computed for an individual nodei (L;). The sum of all
shortest paths between vertex couples divided by the total number of vertex couples. The average path length
can be regarded as a general parameter of graph compactness meaning that the overall tendency of nodes to

stay in proximity and an indicator of network navigability.

Interpretation: A high average distance indicates that the nodes are distant or disperse, implying little graph
compactness., vice versa, al nodes are in proximity and the graph is compact.

With P = {(i,j) € N x N|d(i, j) < o}, the set of p'aths.
+ > di.j) . P#2

d= (ig)eP
0 P=0

In the weighted case the distances (i, j) are replaced by the weighted distances.

13 Averagepath length - Self-refer ence (Ls™): Mean of the distance matrix without itsdiagonal for thedirectional
case:

Z -’

. 1]

. 1 Z JEN,j#i Z

L 5— —_ - ﬂ-'-.l'-.i
' 7 n—1

e N ic N

14.Centrality Cp: The number of linksincident upon anode (i.e., the number of tiesthat a node has). The degree
can beinterpretedin termsof theimmediate risk of anodefor catching whatever isflowing through the network
(such as a spike, or some information). This centrality (degree centrality) is defined for an undirected network
based on undirected degrees. A directed or weighted versionisnot available yet. For the calculation the directed
network is transferred to an undirected one.

o ; deymax - dﬂ’g(?) B n - dc’gmx 9.4
P T -2 (n-1)-(n-2)

15.Central point dominance (CDC):

1 = BC,.. — BC(i)
CPD = n—1 ; BC, .z
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— max

Where BCaz = €N { B C-'(-é,) } is the maximum betweenness centrality. The directed and weighted
versions use the directed and weighted betweenness centralities.

16.Average directed degree deg

17 Average cluster coefficient C: A measure of local densely connected clusters within a network. The cluster
coefficient (C;) for each nodeis calculated and then they are averaged. The cluster coefficient of asingle node
is the number of its connections between all direct neighbors of a single node divided by the number of all
possible connection between the single node and its direct neighbors. The values are lying between 0 and 1.

N N
C =;;ci

1 n
wo__ 0
cr=22.C
i=1
18.Aver age flow coefficient (FC):

FC

I

|
ol
S

FC™ = L Z FC™ (i)

i=1

19.Small-worldness (S): This measure was introduced by Humpries and Gurney (2008). Small world networks
often have S > 1. C: Cluster coefficient, L: characteristic path length. The directed small-worldness (S¥) has
been implemented in neuroVIISAS. If the Erdts Renyi (ER) Simulation is not explicitly exhibited by the user
by defining the number of iterations of the ER simulation then the ER simulation is performed one time, only
for computing Ciang and L;ang. Hence, S will provide different values after pressing the Refresh button. To
obtain a meaningful value the ER simulation should be iterated 100-1000 times.

20.Modularity: The modularity measure M has been implemented according to Newman and Girvan (MEJ New-
man and M Girvan, Finding and evaluating community structure in networks, Phys Rev E 69, 2004). The
modul arity measures the fraction of the edgesin the network that connect vertexes of the same type (i.e., with-
in-community edges) minus the expected value of the same quantity in a network with the same community
divisions but random connections between the vertexes. Or with other words: Let M = { My, ...,M} be a par-
tition of N. M; isagroup, module or cluster of vertices. With
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€, —

j-":

Z (ajr + akj)
keM,
k

f’\. T

the fraction of edges that fall within group M; 7 N and

aiz%z Z (ajk + ar;),

7 JEM keN\{j}
the fraction of ends of edgesthat are attached to verticesin group Mi, the Modularity

m

Q=" (e—aj}),

i=1

2
whereby %7 s the fraction of edges that would connect vertices within group M; if they were connected at
random. A large modularity implies that the fraction of edges that fall within groups is larger than expected
in the random case. The partition is generated by a “greedy” optimization algorithm. Starting with a partition
where every single node has its own group, stepwise those two groups are joined that increase Q most. The
algorithm ends if there are no more such groups. The weighted case is similar, only the g; are replaced by wij
and # is replaced by the sum of the edge weights

W _
"= E Wij

i,jJeEN
1]

21 Transitivity = cluster coefficient: The transitivity (T) is adirected transitivity (T#). It is aquantity of directed
circles of length 3 divided by the number of possible circles referring to the neighbors of nodes.

> t7(i)
@ iEN

Z fnmx“]

ieN

Whereby tna(i) = deg(i) -(deg(i)#1)#2- rec(i) with deg(i) = number of adjacent edges of i and rec(i) = number
of reciprocal edges of i (the two directions of one reciprocal edge are considered as one reciprocal edge). The
degree deg and the reciprocity rec are defined as:

deg(i) = E Coag; +ag

jeN{i}

rec(i) = Z @ij - @jj

JEN{i}

For the directed and weighted case:
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. L w; >0
i —
! 0 else

22.Global efficiency (GE): Is the sum of inverse values of the non zero non diagonal elements of the n x n
distance matrix divided by n(n-1). The average inverse shortest path length is the same as the global efficiency
(Latora and Marchiori, 2001), which is most commonly used as a measure of functional integration (Achard
and Bullmore, 2007).

Thedirected global efficiency GE~ and GE™ analog with d~ (i, j) and 0™ (i, j)

1 1
CE™ =m0y 2 )
i#]j
23.Harmonic mean HM=1/GE
The directed and weighted versions use the directed and weighted global efficiencies.

24NV ulnerability (V): The vulnerability V is the maximum relative decrease of the global efficiency removing
asingle node.

7 max GE — GEU)
V=i

Where GE(i) isthe global efficiency of the graph (N\{i}, {(j, k)  E|j 6=1i 6= k}) that originates by removal
of nodei and al edges adjacent to i. The weighted version is analog using the weighted global efficiencies.

25.Local efficiency (LE): The local efficiency indicates how strong neighbors of nodes are interconnected. For
each nodei the inverse lengths of the shortest paths of the neighbors of i that are passing i are added. Thelocal
efficiency isthis sum divided by the maximal possible sum of paths between neighborsthat are connected with
i. The efficiency of the network (global efficiency) isthe average local efficiency of all nodes.

Directed local efficiency

> din(N:)

1 jkEN,
- J#k
LE~ = — E
n< ;- (n; — 1)
n:_“.:.bl

Weighted directed local efficiency
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A (N;) !

W (AT
Whereby nj = [Nj| and dji(N;), respectively, ‘ ﬂ»‘(‘\'“) is the length of the shortest path between j and k that
contains only neighbors of i.

26.Cyclic network coefficient (CyclC™):The cyclic coefficient of the network is the average cyclic coefficient
of its nodes:

1 T
CyclC— = =N CyelC— (i
ye _H_Z yelC (i)

27 Directed assortivity coefficient (r*): This quantity was introduced by Newman (MEJ Newman Assortative
mixing in networks. Phys. Rev. Lett. 89, 208701 (2002)). It lies between -1 and 1. A positive value means that
the high-degree vertexes are more probably attached to other high degree-vertices and a negative value means
that high-degree vertexes are more probably attached to low-degree vertexes.

2
E degour(é) ) d‘?gin(j) - % : { Z (dEgo‘uf( ) + degin (J)]:|

(i.)EL (iJ)EL

2
%' Z (degout( ) +dEgm(' 2 — _|i ) [ Z (debou( +r]-Egm(J)):|

(1,7)eL (i.j)eL

28. T
Directed and weighted assortivity coefficient 7 v

2

E '(de};’ouf(] deg;, (7)) — 17 - |: Z Wij - rlecoua{?)+d6g1r:( J]:|

(i,4)€L (i,7)€L
rT = I i 5
30 2w (degg, (i) + deghy (7)) — g { > 'wu‘(degé‘;a(i)+deg§i(ﬂ)}
(i,4)eL (i.j)eL

The correlation of the degrees of nodes that are connected: _q < r < 1. Large positive values imply that nodes
are mainly connected to nodes with similar degrees. Large negative valuesimply that nodes with alarge degree
are mainly to nodes that have asmall degree. If r — O there is no relation detectable.

A network possesses stronger or weaker scale-free properties. Networks that are scale-free have a degree distrib-
ution that follows the power law (fraction P(k) of nodesin the network having k connections to other nodes.

Pk)y=axk"

The values of ; and \, are calculated and the deviation (error) A from the theoretical power law distribution is
computed. If p is smaYI than the degree distribution lies close to the theoretical power law distribution of degrees.
The real bilateral basal ganglia network has a y of 0.09 and ayof 0.03. The error p issmall: 2.3. In addition the
average cluster coefficient is relative small: 0.516. Considering both quantities the real network is scale-free and
follows the power law distribution. However, the degree distribution may follow an exponential distribution:
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P(k) = axe */

This distribution is compared with the real network and the randomized networks and parameters  and ,, and the
error p are shown in the last row of the table. Beside the global modularity measure the modularities of nodes are
calculated and circular arranged. By moving the mouse over a node a tooltip with further information is opened:

Figure 7.101. Visualization of modularity.

aregion circle.

E3 © Custer for Modularity <2>
Short name

24. Cycle counts

Tooltips are opened if the mouseislocated on

Substantia_nigra_compact_part_R part_of Substantia_nigra_A9 R
Aliasnames:

1: Substantia_nigra_pars_compacta_R
3: Substantia_nigra_pars_compacta_R
Short name: SMC, SNc, SNpc

Indegree: 173

Outdegree: 202

Number of Links in Subtree: 4

Number of links coming to subtree: 260
Number of links leaving the subtree: 321
Number of Subregions: 16

Circular connections may constitute an essential structural element of neuronal connectomes. It is possible to
calculate the number of cycles that are traveling through a particular region of the network. By clicking on the
tab "Cycle counts" it is asked how large should be the largest cycle. Large cycle (>8) occur much more often and
it could take much computation time to determine them. The processing time is indicated in the "Idl€" bar at the
lower right corner of the undocked "Cycle count” window. A cycle size of 1 meansareciprocal connection.

Figure 7.102. The cycle count window. Values are sorted by the 3rd column.

(*) Analysis Project: ratFrontal_22_12_2011_atlas-connections-ALL — ) @ (3]
File Analysis panels Hierarchy panels MiniView Results
CycleCount El»-ax
Index Name 1|2 |3~| 4 5 5} 7 8
12|Caudate_putamen_L 0] 15| 115| 1086| 9878| 88992 778046| 6524109
27|Caudate_putamen_R 0] 15| 115| 1086| 9878| 88992 778046| 6524109
1|Substantia_nigra_reticular_part_L 0] 10| 103| 977| 9025| B1306| 708466| 5921437
15|Substantia_nigra_reticular_part R 0] 10| 103| 977| 9025| B1306| 708466| 5921437
2|Ventral tegmental_area A10_L 1) 10| 99 918| 8409| 75779| 660578| 5520129
17|ventral_tegmental_area_Al10 R 1) 10| 99 918| 8409| 75779| 660578| 5520129
6|Parafascicular_thalamic_nucleus L 0| 10| 88| B78| B355| 76318| 666825 5554130
21|Parafascicular_thalamic_nucleus R 0| 10| 88| B78| B355| 76318| 666825 5554130
0|Substantia_nigra_compact_part_L 1) 10| 85 769| 6993| 62759| 550283| 4653950
15|Substantia_nigra_compact_part R 1) 10| 85 769| 6993| 62759| 550283| 4653950
13|Subthalamic_nucleus_L 0l 10| 78| 704| 6166| 54367| 474464| 4030393
28|Subthalamic_nucleus_R 0l 10| 78| 704| 6166| 54367| 474464| 4030393
10|Medial_globus_pallidus_L 1| 6| 73] 677 6056| 54106| 476014| 4061609
25|Medial_globus_pallidus_R 1| 6| 73] 677 6056| 54106| 476014| 4061609
11|Accumbens_nucleus L 1| 6| B0 503| 4470| 40052| 355606| 3067355
26/Accumbens_nucleus R 1| 6| B0 503| 4470| 40052| 355606| 3067355
14|Lateral_agranular_prefrontal_cortex L | 1| 10| 54| 483| 4628| 43762| 397762| 3450837
29|Lateral_agranular_prefrontal_cortex R| 1| 10| 54| 483| 4628| 43762| 397762| 3450837
3|Lateral_habenular_nucleus_L 1| 6| 48| 474| 4577| 43350| 393244 3399550
18|Lateral_habenular_nucleus R 1| 6| 48| 474| 4577| 43350| 393244 3399550
9|Lateral_globus_pallidus_L 0] 3| 33| 269 2302 19923| 174342 1511441
24|Lateral_globus_pallidus_R 0] 3| 33| 269 2302 19923| 174342 1511441
4|Central_medial_thalamic_nucleus_L 0| 4| 29| 284| 2798| 26780| 245770| 2150385
19|Central_medial_thalamic_nucleus R 0| 4| 29| 284| 2798| 26780| 245770| 2150385
5|Centrolateral_thalamic_nucleus_L 0| 2| 28| 259| 2408| 22001| 198133| 1729026
20|Centrolateral_thalamic_nucleus R 0| 2| 28| 259| 2408| 22001| 198133| 1729026
8|Ventromedial_thalamic_nucleus_L 0| 3| 18| 198| 1870| 17384| 155659 1339088
23|ventromedial_thalamic_nucleus R 0| 3| 18| 198| 1870| 17384| 155659 1339088
7|Ventrolateral_thalamic_nucleus L 0| 2| 10| 109| 1020 9599| 88013 770567
22|ventrolateral_thalamic_nucleus R 0 2| 10| 1091020 9599| 88013 770567
Adjacency Matrix | Degree statistics | Distance Matrix | C icability [ Joint Degree Di [ CMiindegre{ « » ¥

Idle

[Refresh]
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25. Motif analysis

Subgraphsor Motifs of networks can be analyzed after pressing the"Motifs" tab. Then thefollowing view appears:

Figure 7.103. The main window of motif analysis.

Motifs can be build manually or automatically. By clicking with the right mouse key into the"Motif" frame choose
from the PopUp menu "Automatic Motif generation” and then 3 motifs without self-references. 13 motifswill be
generated and the Motif main window should look like this:

Figure 7.104. Motif windows with 13 directed 3 node motifs.

EooEoECnn; | §

L
[ainn

........

In the "Motifs" frame the 13 motifs are listed. The first one is shown by default in the "Canvas' window. The
isomorphic search results of each motif of the current network, e.g., the bilateral basal ganglia system are shown
in the "Search results’ frame. The motifs in the "Motif frame can be clicked" and a graphical representation
will appear in the "Canvas' frame. The motif frequencies in the "Search Results" frame can be opened to obtain
information which reach contribute to particular motifs:

178



Connectivity analysis

Figure 7.105. The " Canvas' frame shows the most complex reciprocal 3-13 motif which
was opened in the" Motif" frameand in the" Search results' frame.

......

LOUDGODGUGE
DD ey

Furthermore, the appearance of each regionin motifsiscalcul ated after pressing the " Frequency of regions" button.
In the following example the 9364 5-node motifs have been calculated and the complete reciprocal motif that is
the last one in the list has been selected. Then aisomorphism search by clicking on "Search motifs" button has
been performed and a frequency of 44 has been determined. To obtain information about the contribution of the
selected regions of the network to the motif 9364 the following table is opened after clicking on " Frequency of
regions' button.

Figure 7.106. Frequency distribution of singleregionsin motifs.

Now the motifs distributions should be compared with different randomizations by clicking on the "Statistic
search" button. Then choose a randomization type and the number of randomization, (e.g., 100 or 1000). The
computation can be distributed on several CPUs and/or CPU core by adapting the "Thread count" parameter.
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Figure7.107. Statistical motif analysisusing 100 dir ected Ott-Hunt-Ozik randomizations.

[ ) Graph: 30 Nodes, 332 Edges, 100 Randomizations modified OHO

modified OHO [ ~|

[ ] with self-seferences

®

1 Thread count 100 Randomizations
O: Row height
Motif Name MNodes Edges |Number f1|Number f2[Number 3 pValue | zWalue [Meanval..Standar...
o> 3-01 E] 2 182 38| e 0,18 1,092 157.98 21,987|~|
o 3-02 E] 2 176 40! [ 1 4,579 314,87 30,325
i 303 E] 2 76| 29| 7 1 3,903 159,23 21,327
o 3-04 E] E] 394 82| 9 o] 2,03 353,39 20,001
e 3-05 E] E] 62] 23] e 1 10,334 344,86 27.373
o 3-06 E] E] 294 66| 7 1 2,615 354,37 23,082|=
g 3-07 E] E] 14 6 E] 1 -8,106 117.19 12,731
o 3-08 E] 4 104 33 5 0,01 2,444 76,87 11101
o 3-09 E] 4 222 38| 7 o] 2,688 160,79 22,77
o 310 E] 4 98| 26| 7 1 -3,977 156,62 14,74
| 311 E] 4 58| 17| [ 0,96] 1,719 78,14 11717
ta -1 5 14 41 0 421 160 1
Motif frequencies
400 . ﬁ
300 - S i E
2001 L i e . ol
1004 o . T : g
} [} e ]
0.16 L0 L0 0.0 10 10 10 0.01 0.0 10 0.56 0.0 0.0
301 302 303 304 3408 306 307 308 309 310 311 312 313

H Search

Thefrequency of amotif inthereal network isindicated by afilled blue circle. The single motif frequencies of the
100 randomizations are indicated with black points and the percentile of motif frequencies from randomization
with ared filled rectangle. Thetableis sortable by clicking on column headers and can be exported to spreadsheet
applications.

The meaning of columns are listed:

1. Number f1: Frequency of motif in graph.

2. Number f2: Frequency of motif in graph without repeated use of edges.

3. Number f3: Frequency of motif in graph without repeated use of nodes.

4. p-vaue: Probability that motif frequency in a random graph is greater than in the real graph (this p-value is
not a level of significance of a statistical test). Large value (1): Frequency of motif in random graph in the
randomization samplesis larger than in original graph. Small value (0): Frequency of motif in random graph
issmaller (or equal) in the randomization samples than in original graph. A p of 0.05 means that in 5% of the
cases (total number of randomizations) the motif frequency was larger in the randomized networks.

5. z-value: (f1 - mean value) / standard deviation.

6. Mean value: Mean frequency of motif in randomizations.

To build a user defined moatif first click on the "New" button and give the new motif a name. Then right mouse
click in the "Canvas' frame and set the node. Right click on a node a define a connection. Several user defined
motifs can be generated an stored for later usage.
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Figure 7.108. Using another selection of regions (143) with 1011 edges of the left
prosencephalon the circular 4 node motif was found 8 times through the regions shown
in the" Search results' frame.

yo [V}
FYTYYYYY A LML b ALLARARAALL A Abld Ak Abidid

The statistical analysis of this single motif provides the following results:

Figure 7.109. The frequency of the circular 4 node motif in 1000 Erdds Renyi
randomizations.

A AL
YYYYVVYY ALALAL AbAAAAAAAAL A Addd Ak AdAAAA A

In 1000 Erdds Renyi randomizations the circular 4 node motif occurs statistically significant more (on average
407,779) often than in the real network (8 manifestations).

The frequency of participation of a particular region within a motif is calculated by clicking on the "Freguency
of regions" button:
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Figure 7.110. Computing of frequencies of a region in a specific motif. The caudate
putamen (CPu) participates 24 times in the motif 3-13 the fully reciprocally connected
motif. Frequency columns can be sorted.
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26. Local parameters

Thelocal parameters tabulator opens a table, the modularity window and the PCA analysis window. The compu-
tation of local parameters of the bilateral basal ganglia networks leads to the following table:

Figure7.111. Thetable of local network parameters.

B Lo parmmtors

ame

Each column is sortable by clicking on the column header and the column can be exported to a spreadsheet ap-
plication.

Parameters can be selected by clicking on the Settings symbol (gray rectangle at the upper right corner of the
parameter table):
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Figure 7.112. The parameter selection for thelocal parameter computation.

e ®

() Local parameters
[Real network [~]

1 Randomizations

a ==/ 1 0.131

[]Show short name instead of name

[] Gewichtete Analyse

Colurmnn
Index
MName
HD
REC
DGy
DGg,
DGy,
Katz
Leirde
Eccq
Ecc,
CluCy
chuc,,
CluC,y
cluc,
AvgDG
VCoa
Loc
CCout
CCn
BC
EC
sC
PRC
FC
Stress
Shapley
Zout
Zin
Zal
PCout
PCin
PCa
Rady .
Rad,,
Ceng,
Cen,,

The calculation of weighted local parametersis done by clicking on "Weighted analysis" then the weighted local
parameters are computed:

Figure 7.113. Some weighted local parameters.

Local parameters
Index Name HD REC DGy DGou [ 06y, CluCoue CluCin
0/Substantia_nigra_compact_part_L 8.625 6.375| 2.25) ,375| .
1|Substantia_nigra_reticular_part L 9.0] 4.5 4.5| 331 X
2/Central_medial_thalamic_nuclev 6.25 2.5 3.75] 294 .
SlMediodorsal_thalamic_nucleus L. 7.0 5.625 3.375] 321 3
a]Ventro_anterior thalamic_nuclat 2.0] 1.0 1.0l 536 o
thalamic_nucleus L I 1 a5 1534
6|Lateral_globus_palidus L 6.875| 2.625| 4.25| 511
7|Medial_globus_pallidus 1 9.125 4.625 45 242
8/Accumbens_nicleus L 6.675 a 2,675 473
5Caudate putamen L I 150 6.7 8.25 345
T0/subthalamic_nucleus L 5.625 4 5125 351
11lateral_agranular_prefrontal_cor. 14 7.0 3.7 3.25 346
12[Medial agranular prefrontal cor. 14 7125 a 2.625 306

Local parameters produce a high-dimensional data space that can be visualized by applying a parallel coordinate
diagram;
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Figure 7.114. Parallel coordinate visualization of local parameters.
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A right mouse click on the diagram opens a menu for export the diagram, for sorting the parameters by similarity
and switching on and off region names.

In the following basic definitions are shown that are used to further define in particular local parameters:

1. Node, vertex

The smallest subunit of anetwork. With regard to connectomes anodeis a circumscribed or disjunctive region
that contains neuron perikarya (sources of physiological action potential) and/or axonal terminals (targets of
physiological action potentials).

2. Set of indexed nodes

The set of all indices of nodesisN={1, 2, 3, ... n}
3. Number of nodes

The number of nodes (regions, vertices) is n=|N|

4. Edge

A directed edge (i, j) o N xN isthe line that connects vertices i and j with source i and target j. The set of
directed edgesEisE N x N

5. Edges

The number of edges (connections, links) #is# = |E|
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6. Set of edges

L={(i,j) e E|i#]}

The set of all not self-referencing edgesis# = |L|
7. Graph

G=(N,E)
8. Adjacency matrix

The adjacency matrix (connectivity matrix) A is

1 if (i, j) e E

A = (a;;)} where a;; =
0 else

i,j=1
9. Weighted matrix

The weighted matrix W is

W = (w,,)!

i.j=1

whereby wi; is the weight of the edge (i, j) that connectsi and j. 0 < wjj < 1.
10.Path

A sequence of vertices (v, ...vk) is apath from (vq to vi) if i o {1, ..., K = 1} : (vj, Vi+1) g E. The length
of apath vy, ..., vkisk _ 1.

11.Distance matrix

The distance matrix D is

D = (d;;);

i,j=1
where
o length of the shortest path from 7 to j, if such a path exists
dy; =d(i, j) = )
X , else
12Degreeall

Self-references of nodes are not considered for all three degree measures. deg(i) = dega(i)

n

deg(z) = E tij + aji
i=1
J#i

13.Degree out
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T
deg,.(1) = Z ij
i=1
J#i
14Degreein
T
deg;n (1) = D aji
i=1
JF#i
15.Neighbor hoods

Out-neighbors of i:

Nt = (G e N\{i} | ay = 1}
In-neighbors of i:

N"={j € N\{i} | ai =1}
All neighbors of i:

AN pJout ATEIT
N; = N7 U N

The meaning of parametersis given in the following list:

1. Index: the index of the region starting with 1, the first region or most |eft located region in the hierarchy of
selected leafs.

2. Name: Long name of the region.

3. Fixated: Indication if region has been fixed to prevent extension when the hierarchy should be interactively
expanded.

4. Hierarchical level (HD): Level of aregion in the hierarchy or distance from the root node.
5. Reciprocity (REC): number of reciprocal connections of aregion without self-references.

6. Degreeall (DGg(i)): Input and output or afferent and efferent connections of aregion. Seedefinition of Degree
all.

7. Degreeout (DGgy(i)): Output or efferent connections of aregion. See definition of Degree out.
8. Degreein (DGjy(i)): Input or afferent connections of aregion. See definition of Degreein.

9. Convergence diver gence coefficient (CDC): degree in divided by degree out.
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10.L aterality all (Lata;): Number of ipsilateral connections of aregion divided by its degree all. In the weighted
case the sum of weightsis applied.

11.Laterality out (Latoy): Number of ipsilateral output connections of aregion divided by its degree out. In the
weighted case the sum of output weightsis applied.

12 L aterality in (Lat,): Number of ipsilateral input connections of aregion divided by itsdegreein. Intheweight-
ed case the sum of input weightsis applied.

13.Laterality reciprocal (Latrec): Number of ipsilateral reciprocal edges of aregion divided by the number of all
(ipsi and contra) reciprocal edges of thisregion.

14Katz: Katz index or Katz status index or apha centrality is a measure for the direct and indirect input of a
node.. Sum of direct and indirect input of anode weighted with ak (k: pathlength of input, - between 0 and the
reciprocal of the biggest absolute Eigenvalue of the adjacency matrix). Values are normalized by the quadratic
mean of the quotients Indegrees/Katz Status Index.

{:lf'{'uf.: ("} - Z Z m&{jlk)ji.
k=1 j3=1

The attenuation factor  hasto be smaller than the reciprocal of the absolute value of the largest eigenvalue of
A. For a better readability and comparability of the results, in neuroVIISAS the Katz centrality is multiplied
dcg! i ! L ? J

by the mean of the quotient < =t=(?)
astheindegrees

of all nodes with Cy4(i) > 0. Hence, the values lie in the same range

15.Number of triangles

t(1) = Z (aij + aji)(ap + ax)(ar + ax;)
JREN\{i}
j<k

The maximum number of possible triangles that can be deviated from a complete reciprocal triangle is 8.

16.Number of weighted triangles

- L L1 1 L 1
40 (3) = Z [:-wir; + ?_L-‘;-) [-.u'!ii + ?‘L"F:';i)('w;k + 'u'!,lij}
j.keN{i}
j<k

Instead of the sum of triangles(t~ (i)) the sum of geometric means of edge weights of each triangleis calculated.
The following example provides (wij - Wi wik)# as the summand:

17.Circlelength (LC(i)): Length of the shortest path to the node itself. If the path does not exist: O.
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LC(i) = d(i,i) ,d(i,i) < oc
“ =0 L d(i, ) = o

18.Undirected cyclic coefficient (CyclC): The undirected cyclic coefficient as published by (Kim et al. 2005)
Cyclic topology in complex networks.

1

2
CyelC'(1) = '
Vel = NI =) {jm;xw' 2+ disti(j, k)
itk

With

length of the shortest path from j to k that does not contains 7,
dist;(j, k) = ¢ if such a path exists

~o, otherwise

19.Directed cyclic coefficient (CyclC™): A publication about the directed cyclic coefficient is unknown. The
directed cyclic coefficient isimplemented here as follows:

) 1 1
ClyclC— (i) = ) -
vl = (N N e e Z o 24 disti(G. F)
7.k el “r.mfx_. -:il W
i#k

20. a
Directed weighted cydlic coefficient CYclC™ .

A publication about the directed weighted cyclic coefficient is unknown. The directed weighted cyclic coeffi-
cient isimplemented here as follows:

1 1
CyclC® (i) = — — — . —
) |NZUE| - |N™ | — | N2¥E N ; A_JL_NZ”;_XN_M wij + wi + disty (5, k)
-

w1
with @585 (7, k) igtne weighted version of disti(j, k) with the weighted path length.

21 Eccentricity out (Eccoy): It isthe output eccentricity and can be interpreted as the maximum output distance
from the current node i to any other or in other words: Eccentricity out is the output eccentricity of the vertex i
isthe maximum distance fromi to any vertex. Interpretation; Easiness of anodei to be functionally reached by
exactly those node that receive inputs from nodei. Type: node centrality index. Ecc®(i) = max{d(i, j) |j 0 N}

22 Eccentricity input (Eccy): It isthe input eccentricity is the maximum output distance from the current node i
to any other or in another words. Eccentricity in, the input eccentricity of the vertex i isthe maximum distance
fromi to any vertex. Interpretation: Easiness of anode i to be functionally reached by exactly those node that
have connections to node i. Type: node centrality index. Ecc(i) = max{d(j, i) | j 0 N}

23.Cluster coefficient out (CluCpy): Directed output cluster coefficient isthe edge count between Output neigh-
bors/ Largest possible number of neighbors.
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1
Couei) = o (a0 D Wk
_'.h'v'flt | . { 4N'fu | _ l:] j.-ln"E_"V:mi
i#k

24 Cluster coefficient in (CluCp,): Directed input cluster coefficient isthe edge count between Input neighbors/
Largest possible number of neighbors.

— - 1

Cin (2} = ..‘\.r_in| ( ;\r_m _ 1] ‘ Z Ajk
=i T J-lkE_N'I:n
i#k

25.Cluster coefficient all (CluCy)): The directed output and input cluster coefficient is the edge count of all
neighbors divided by the largest possible number of neighbors. In the weighted case the &; are replaced by
thewij .

L 1
OO = TN 2,

j.kEN,
JFk

26.Cluster coefficient triangle based (CluCryiag): Thetriangle based cluster coefficient (Fagiolo, 2007) of anode
n is the number of triangles around n divided by the maximum possible number. In this version of the cluster
coefficient reciprocal edgesto a neighbor of a node n can affect the cluster coefficient of node n. In the other
version only edges between neighbors of n have an influence to the cluster coefficient of node n.

t(z)

f‘Il]I'L"C I'r'? JII

CF =

t™ (i)

f‘Il]I'L"C I'r'? JII

27.Cluster coefficient of second neighbors (CLUC,): The cluster coefficient of second neighbors (Hierarchical
directed cluster coefficient of second (indirect) neighbors) CLUC,(i) is the number of edges between the 2nd
neighbors of node i, divided by the maximum possible number of edges. In the weighted case it is the sum of
weights of the edges between the 2nd neighbors of node i, divided by the maximum possible sum. With

No(i) = (J NP,

JEN;

the set of second neighbors of nodei is:

1 .
(i) = 4 POFNRE) , if

No(i)| > 1

, otherwise

In the weighted case the aij are replaced by wi; .

28.Aver age neighbor degree (degNB(i)): The non-weighted average neighbor degree NB(i) of nodei is
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_— 1 :
deg NB(i) = == D _ degau(j)

29.Weighted aver age neighbor degree:

1 > degli(5)

N,| 4=
j'-’_:—"\li

w

deg NB" (7) =

30.Variation coefficient of neighbor degree (VCpgl(i)).

\/ﬁ Y (deg,,(j) — deg NB(i))2
V(i) =

je -"Vz

deg N B(i)

The weighted case is analogue.

31.Locality of nodei (Loc(i)). Thelocality index of nodei isthe fraction of edges adjacent to nodesin N;# whose
source and target liein Nij# .

22 ik
jENF keN
-y

DY

Je -I'VI_ ii} gk

Loc(i) =

Theweighted caseisanalogue. A value of 0 meansthat the nodeisisolated. Thelarger the value, the less edges
connect the neighborhood of i to outside node. The maximum of one is reached if the neighborhood of i is not

connected to outside nodes.

32.Closeness centrality out (CCqy): Closeness centrality of outdegrees of nodei (CCou(i)). Reciprocal average
distance to all reachable nodes (Out). Interpretation: Probability to be functionally relevant for other nodes of
the network that are connected receive (these are the input nodes to node i) connections from node i. Type:
centrality measure; node centrality index. The following expression defines the indices of those nodes from

which nodei can be reached:

RNOUT (i) = {j € N\{i}|d(i. ) < o0}

| RA‘TOT.-"T (l,) |
> d(iy)

jER_,'l‘."(} T (?}

CCO T (!) _

33.Closeness centrality in (CCy)). Reciprocal average distance to all reachable nodes (In). Interpretation: Proba-
bility to be functionally relevant for other nodes of the network that are connected to (these are the input nodes
tonodei) nodei. Type: centrality measure; node centrality index. The following expression defines theindices

of those nodes which can be reached from nodei:

RN'N (i) = {j € N\{i}|d(j.i) < oo}
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C(?I."\'T (i) _ |R"H\ITIJV{"£)|
> d(ji)
JERNIN (i)

34.Betweenness centrality (BC(i)): Number of shortest paths from nodei to node j by passing node k divided by
the number of shortest paths from node a to node b (including paths from ato a).

1 pik(1)

BC(i) =
Q (n—1)(n—2) Pik

J.keN\{i}

Where (5 « is the number of shortest paths from j to k and pJ-,k(i) isthe number of shortest paths fromj to k that
pass through i. The directed and weighted definitions are the same.

35.Eigenvector centrality (EC) wasintroduced 1972 by Phillip Bonacich (Factoring and weighting approachesto
status scores and clique identification. Journal Mathematical Sociology 2: 113-120). The eigenvector centrality
EC(i) isthei-th component of the eigenvector with thelargest corresponding eigenval ue of the adjacency matrix

resp. weight matrix. The largest eigenvalue of the adjacency matrix A of graph G has to be determined. ;\m is
the largest eigenvalue and x™ the corresponding eigenvector solving the equation

DN Ar™

The Eigenvector centrality should be considered only, if all nodes are connected at |east with all nodes.
Interpretation: An important node is connected to important neighbors.

Type: point centrality measure.

\ T A e TTE
(. =1 A”“lr

Ty ;f 2{: Ty %:E:fh,ﬁm

te M (v) te@

36.Subgraph centrality (SC) isthe value of diagonal elements of the communicability matrix.

— 4_.-'_1;‘ i
SC%}::E:( M}

k=0 )
Tail — {.II' )1!2
SCT(E) = ;} k!

The subgraph centrality of the network is the average subgraph centrality of its nodes.
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SC ==Y SC(i)
SC™ =23 SCT (i)

37.Page rank centrality (PRC(i)) with damping factor 0.85 and initial page rank probability 1/n. PRC(i) = r;
where r isthe solution of the linear system

1
(I—a-A" B).r=2(1_a)

(i

with the damping factor = 0.85, the identity matrix | and the diagonal matrix B, whereby

1
b-- — degau!“j
it — .
0 , otherwise

? dEgaut(i) >0

. . N . , . deg® (i)
In the weighted case the weight matrix W is used instead of A and the weighted version '

outdegree.

' of the

38.Flow coefficient (FC) is cal culated asthe number of actual paths of length 2 divided by the number of al possi-
ble paths of length 2 that traverse a central node (Honey CJ, Kétter R, Breakspear M, Sporns O (2007) Network
structure of cerebral cortex shapes functional connectivity and multipletime scales. PNAS 104: 10240-10245).
Number of paths of length 2 between neighbors of anodei that pass nodei divided by the maximum possible
numbers of sub paths.

‘ 1 §
FOG) — — - . Qi * Ak
(2) Ni| - (|Ni| — 1) jkeN ’ A

In theweighted case we definethe flow coefficient asthe sum of weights of paths of length 2 between neighbors
of anodei that pass nodei divided by the maximum possible sum.

FOU ) =gy > D (witwa)

FEN, kEN\{j}
w;: >0 w,>

39.Stress (S): Number of shortest path through the current node. Can indicate the relevance of a protein as func-
tionally capable of holding together

communicating nodes. Type: centrality measure.
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Si) =Y pxli)

i keN\{i}

The directed and weighted definitions are the same.

40.Shapley rating (SR(i)): The Shapley rating isameasurethat providesinformation about theloss of connectivity
following theremoval of anode. (Ko6tter 2007). Becauseit isasum of the differences of connected components,
negative values occur. The components that are connected with aregion are subtracted by the components that
are not connected with aregion.

n—I|N|—1)!-|N|!
n!

> (ISCe(Nu{i})| - \SCC‘(N‘]D-(

NCN\{i}

Where SCC( "N ) isthe set of strongly connected components of "N. The smaller the value is, the more impor-
tant is the node in the sense of connectivity of the graph. Because of the exponential number of subsets, this
parameter can be approximated for large networks, only.

41.Z-score of outdegrees (Zoy), indegrees (Z)), outdegrees and indegrees (Za). Similar values could indicate
similar roles. The Z-score is calculated as proposed by Guimera and Amaral (2005). Let M; be the module
containing node i. degy(i,M;) x 7 {in, out, al} is defined in the participation coefficient. Similar values could
indicate similar roles.

deg_ (M;) = Z deg_ (7, M;)

is the mean and

1

O—degr{'j.f!} - :1j'|
4¥dlg

Z deg_(j, M; — deg, (M)

FjeM,
the standard deviation of the within module M; degree distribution. Then the z-score is defined as

degw(i, AIE) — @Q(JIJ

G—de.gr (M)

77 (i) =

and anal ogous

W[ deg! (i,M;)—deg"™ , (M;
Z;U (Z) — €2 (Z ) €g x( )
Odeg¥ (M;)

with the weighted versions of the mean and standard deviation. A value above one or below minus oneimplies
that a node has significantly more or less edges from, to or from and to nodes in its cluster than the average
nodein its cluster has.

42 Partition coefficient of outdegrees (PCoy). The partition M = {My, ..M} is generated as described in the
definition of modularity. (Guimera, Amaral 2005).

193



Connectivity analysis

(i M 2
PC(i)=1— Z (M)

M,eM deg,(1)
with x 7 {in, out, al} and

de%ouf“: —1”-[_?) - Z il
keM,\{i}
(Number of edgesfromii to vertices of Mj).

43.Partition coefficient of indegrees (PCy,). (Guimera, Amaral 2005).

deg

2a(i M) = ) ay

keM,\{i}

(Number of edges from vertices of M; to i).

44 Partition coefficient of in- and outdegrees (PCa)). (Guimera, Amaral 2005).

deg, (2, M) = Z (aik + ak;)
A‘EJI_?\\I{J‘:}

(Number of edges between i and vertices of Mj).

PCY(i)=1- Y (ﬁﬁ;gﬁﬁﬂ)“

wy
M,eM deg, (2)

with the same x and weighted definitions of degrees. One has 0 < PC(i) < 1. If PC(i) = 1, the node i has no
edges (in, out, al). If PC(i) = 0 al edges (in, out al) come from, go to or stay in the same cluster. The larger
PC(i) the more clusters are involved in the edges of nodei.

45.Input radiality (Rad,): The radiality of a node Rad is a measure of the distance of anodeto all other nodes.
Nodes that have a small radiality have larger distances to other nodes than those with a greater radiaity. Pe-
ripheral nodes have smaller and central nodes have larger values. Diam: Diameter of the graph.

Rad;,, (i) =

In the weighted case the weighted distances are used.

46.0utput radiality (Radoy)

1

n—1

Rad,, (i) = 2: Diam +1 —d(i, )

JEN
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In the weighted case the weighted distances are used.

47.0utput centroid value of anode (Cenpyy): With gow(i, j) = {k o N | d(i, k) < d(j, k) < oo} | and gin(i, j) = Kk
g N Jd(k, i) <d(k,j) < o} | which are the number of nodes closer to node i than to node | with regard to In-
and Out-distance, the centroid value is defined in the following.

Cenow(i) = min{ gour(l, J) — Goul> 1) |1 g NV{ 1}

48.Input centroid value of anode (Cenp):
Cenin(i) = min{ gin(i, J) - Gin(, ) 1] g N\ { i}}

In the weighted case the weighted distances are used. A value < 0 implies, that there exists anode that is closer
to most other nodes. A value 5 0 implies, that this node is most central in the network. A value = 0 implies,
that there are more than one most central nodes.

49.Hub: Hubs and authority can be defined recursively. Hub nodes are pointing to nodes that have alarge authority
and authority nodes are pointing to nodes that have a large hubness. Hubs are pointing to nodes that have
many inputs ("information collectors', "convergent nodes"). if a node has a large hubness then it have man
connections to nodes that have large authorities. Hubs are bridges between different communities of nodes:
they have small cluster coefficients and large flow coefficients.

50.Authority: a node that have a large authority is pointing to nodes that have many output connections or that
have alarge hubness.

51.

To obtain a network that contains only regions that have at least one input and one output (condensed network)
the local parameter table can be sorted first DG Out column and then mark all values that are zero and click on
the button "Remove selected regions'. Maybe this must be repeated several times. The same procedure has to be
performed for the DG In column.

Correlation coefficients of the local parameters are calculated by checkmarking " Show correlation coefficients'
and clicking on the "Refresh” button.

Figure 7.115. Correlation coefficients of local parameters.
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27. K-cores and S-cores analysis

A k-coreis a maximal subset of vertices such that each is connected to at least k others in the subset. k-cores
can not overlap. The result of a k-core computation is the set of all k-coresin a network. Subsets are visualized
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by concentric circles. The region(s) in the outer circle are those which have the lowest number of connections or
no connections. The smallest circle in the middle contains regions with the largest number of connections. The
algorithms removes iteratively regions and al their connections from the set beginning with the regions which
have the smallest number of connections.

Figure 7.116. K-cor e of a set of selected regions.

m L Results K-Cores
)= [vShortname [ |Ending [/Display connections & Sfial

x
(e
(=

The weighted version of the core analysisisthe s-core analysis. The sum of weightsis used by the same algorithm
as used for the k-core computation. The step-width for the weighted subsets has to be defined before. In the figure
below stepsize 0.5, 1.0, 2.0 and 3.0 was applied.

196



Connectivity analysis

Figure 7.117. S-core with parameters 0.5, 1, 2 and 3 for each window.

(] Results K-Cores <3» & & (] Results K-Cores =2= K

CE [[]Shortname [ |Ending [ | Display connections E Q: []Shortname [ |Ending [ ] Display connections E

Results K-Cores - SH L Results K-Cores =4>

28. Vulnerability analysis

The changes of the network structure following the deletion of aregion or a connection can be computed. Here
the average closeness is used to indicate positive (average closeness decreases) and negative changes (average
closeness increase, e.g. in the case of the remova of an isolated node that have inputs or outputs only) after
removing a node.
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Figure 7.118. The average closeness decrease for 4.353% if the ventro anterior thalamic
nucleusisremoved. The mean node and edge vulnerability isindicated below the table.

E © vuinerability —— @A ®
Vulnerabiliry (il e B =
Index MName Significance =~
4Wentro_anterior_thalamic_nucleus L -4,353|~
SVentrolateral_thalamic_nucleus L -2,453
2|Central_medial_thalamic_nucleus_L -1,138
5|Lateral_globus_pallidus_L -1,138
BlAccumbens_nucleus_L 0,261
12|Medial_agranular_prefrontal_cortex L 0,47
11|Lateral_agranular_prefrontal_cortex L 0,616|=
1|Substantia_nigra_reticular_part_L 0,616
0|Substantia_nigra_compact_part_L 1,054
3|Mediodorsal_thalamic_nucleus_L 1,054
7|Medial_globus_pallidus_L 1,493
10|Subthalamic_nucleus L 1,493| |
9|Caudate putamen L 4,562|*
Node vulnerability: 0,8736 Edge vulnerability: 0,395
) Show matrix ® Show table

Figure 7.119. The vulner ability matrix display the change of the closeness of the networ k
if aparticular edgeisremoved.

E3 ) vulnerability ——— = @& ()

Vulnerability ¢ 0

Value: 0.7471980074719978
From: Medial_agranular_prefrontal_cortex_L (Row: 13)
To: Wentro_anterior thalamic_nucleus_L (Column: 5}

@ Show matrix  Show table
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29. Rich-club coefficient (Rich club phenomenon)

The rich-club coefficient phi is the ratio, for every degree k, of the number of actual to the number of potential
edgesfor nodeswith degree greater than k. (Julian J. McAuley, L uciano daFontouraCosta, and Tibério S. Caetano,
“The rich-club phenomenon across complex network hierarchies’, Applied Physics Letters Vol 91 Issue 8). The
rich-club coefficient can be computed for each occurring degree of edges of a network in the Advanced network
analysis window by selecting the corresponding tab "Rich-club coefficient".

In the following the major steps of determining and visualizing rich-club regions are described.
1. Calculatethetable of rich-club coefficients (Click on"Rich-club coefficient tab" and then the " Refresh" bottom).

2. Now you must define your rich-club (it is not automatically computed!) in the following way: Decide which
coefficient should be a convenient threshold (e.g. if coefficients are between 0.5 and 1 you may consider only
those regions with more connections than 21 (Degree k=21) which corresponds to a coefficient of 0.82. So, the
threshold is 0.82 and the corresponding "Degree k" is 21.

3. Now switch to the "Local parameterstab" and press "Refresh” bottom.

4. Sort the "Degree dl" parameter by clicking two times on the DG_AII column header then the regions are sorted
in descending order by the DG-All parameter. All regions/ nodes larger than Degree ALL 21 belong to therich-
club that you have defined.

5. If you like to visualize rich-club members and other nodes as well as their connections you can do the follow-
ing: Select the rows (hold shift key and select the last row larger than 21 "Degree k™). Then the rows should be
highlighted in blue indicating that they have been selected.

6. Now select "Other" from the menu issues at the top of the " Advanced connectivity analysis' window and select
"Selected nodes and neighborsin circle view".

7. The new windows offers different possibilities to visualize your selection. Don't forget to press the refresh
bottom after changing checkmarks. (Slide bars are used for changing size of circles and region abbreviations). By
clicking on the background you will see color coded (black) connections of the regions that belong to the rich-
club (having degrees > 21), yellow connection of direct connections of rich-club members to other regions and
blue connections are connections between other regions. The selected nodes (rich-club members) are arranged in
the inner circle or lower arc and the remaining nodes are shown in the outer circles or outer arces ordered by the
degree of the neighborhood. Furthermore, you can hide connections within or between layers of nodes by pressing
the right mouse bottom (unselect checkboxes in the popup-menu).
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Figure 7.120. Therich-club coefficientsfor the degrees of edges of a network.
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Therich-club coefficient is also computed for 1000 rewiring simulations:

Figure 7.121. Rich-club coefficient using 1000 rewiring randomizations.
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A significant difference of the rich-club coefficient of the real network to 1000 rewiring simulation can be esti-
mated by subtracting the standard deviation from the "phi(k) 1000 randomization" and adding (2 sided). If the re-
sulting deviation does not reach the rich-club coefficient of thereal network then it can be considered as significant
different from the randomized networks. Now athreshold of e.g. rank > 28 in dependence of the rich-club coeffi-
cient can be determined and regions of the local parameter table having adegree all larger than 28 can be selected:

Figure 7.122. Selected regionswith degree all larger than 28.
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Now therelation of the high lighted regions which belong to the rich-club can be visualized with regard to all other
regions of the network (rich club regions, feeder regions from first neighbors, local regions from 2nd neighbors;
Callin et a. 2013): Other -> Selected nodes and neighborsin circle view.

201



Connectivity analysis

Figure 7.123. Half-circle visualization of regions belonging to the rich-club (lower half-
circle).
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() Selected nodes and neighbors in circle view

The rich-club coefficient table can be exported by Ctrl+C and imported into a spreadsheet application to get a
diagram of rich-club coefficientsin dependence of ranks:
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Figure 7.124. Rich-club distribution in an external spreadsheet application.

/-~ () Unbenannt 1 - OpenOffice.org Calc
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g |21 0,818681 0832302 0983635 0,011830 0,983635
9 |30 0875000 0933393 0937440 0,027076 0,937440
_10 |23 0886364 0888197 0997936 0016318 0,997936
_11 |28 0500000 0915200 0983392 0,022224 0,983392
12 [ 31 0928571 0949881 0977566 0,029199 0977566
13 [ 32 1,000000 0977750 1,022756 0,031976 1,022756
14 | 34 1,000000 0989333 1,010782 0,029535 1,010782
16 | 38 1,000000 0991333 1,008742 0,037748 1,008742

& plk)
==rand(k)
33| 7 p(kyrand(k)

36 04

A0 po

45 0.0

30. Visualization of local parameters

Those regions of the network which were traced before can be visualized in 3D and the local parameters are
displayed in 3D. Firstly, it is necessary to compute the local parameters by clicking on the "Local parameters’
tab. Then the 3D view must be opened by clicking on "Hierarchy panels' -> "3D-View". Click in the 3D view
with the right mouse button to open amenu and select " Show local parameters” and select, e.g., " Shapley" (small/
negative Shapley rates indicate a great importance of aregion in a network. The visualization is computed and
may look like this:
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Figure 7.125. L ocal parameter visualization: the Shapley rates has bee selected.
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A classification of Shapley values into 7 classes is shown. The smallest Shapley value was determined for the
caudate putamen complex becauseit very strongly connected (and thereforeis most important for the network). By
clicking on the caudate putamen row in thelocal parameter table the caudate putamen is automatically highlighted
in the hierarchy view (lower left corner). Because the Shapley value of the caudate putamen is relative small the
font is zoomed down to visualize the local parameter quantities. Those regions which are selected for the network
have to barsin the hierarchy view: the first indicates the color and the second the quantity of the local parameter.

31. Principal component analysis of local parameters

Principal component analysis (PCA) of particular local parameters has been proposed by Echtermeyer et al. (2011)
(C. Echtermeyer, L. da Fontoura Costa, F.A. Rodrigues, M. Kaiser. Automatic Network Fingerprinting through
Single-Node Motifs. PlosOne. 6 components (local parameters) are used for PCA: DG all, AvgDG nb, CluC All,
CluC 2, VC DG, Loc. The PCA is performed automatically within the calculation of local parameters and results
are displayed in the following window:
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Figure 7.126. APCA analysis window.
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6

a6 | 0328 030 0.0%[-0184]-050 | 0.70%
c Component | y: Compenant 2

Lateral_ageanidar prafrontal_cortes L

A right mouse click on the table allows to export the table in csv format. A right mouse click on the PCA-plane
or the circular layout offers image exports (eps, png etc.). Edges in the circular layout are color coded: yellow
edges indicate connections of direct neighbors of the node in the center. Turquois edges indicate connections (to
direct nodes or indirect nodes) of indirect neighbours of the node in the center. Blue edges indicate connections
of the node in the center.

The PCA can also be performed by user defined combinations of local parameters by opening the parameter
selection menu and marking those parameters that should be applied to PCA:
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Figure 7.127. Parameter selection for the PCA analysis.
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The two strongest contributions of variables to the first and second component are shown in the "Share" column
of the table. The contribution of variablesin percent is displayed. The first component (e.g., DG All = 0.429 and
Share=75,053%) isrepresented by thex axisand the second component (e.g., DG All=-0,362 and Share=13,201%)
isassigned to they axis. "Share" is the percentage of the variance of a component of the total variance. Here, the
variance can be interpreted as a measure of information content. The two axes that possess the largest variance
are used to dispose the regionsin the PCA-plane. The gray values of the background of the image with circlesand
names of regions show the probability for a node to lie in this area (light values: high probability, dark values:
low probability) The x-axis is most influence by the locality index (Loc) and the two cluster coefficients due to
the fact that the normalized degrees have a small absolute value and the VC DG has a small variance. By clicking
on the central circle AGI the motif is displayed in circular graph layout.
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Figure 7.128. Caudate putamen complex (CPU) network relations after PCA.
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CPu has been selected by aleft mouse click then it is surrounded by agreen circle. CPu circle (first ring) isput in
the middle of the circular graph layout. The regions of the outer ring (second

neighbors of the CPu) are strongly connected. The second neighbors of the outer ring are weaker connected to
first neighbors of CPu in the inner ring.

Figure 7.129. Ventromedial thalamic nucleus (VM) network relations after PCA

O PeA dmatsin. o ®
# Short name sl

e [0, [0 g [, [ Wi | Loe | Share
[ 0.428| 45| 0,3% | 0.3 0,438
32| a1sa| aees| amz| mas[ omm[inw
El oz aoon| 0560|000 o6 7es
T e G O I T
B ave|  a7va| 0,006 .2 0372|0087 | 1060
aen| | 0329 gm0 | araw

The 2nd neighbors of the VM in the outer ring have three times more connections between the inner and outer
ring than inside the inner ring. This can be visualized by clicking on one region within aring: then the connection
from this particular region will be highlighted.
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Figure 7.130. Lateral globus pallidus (L GP) network relations after PCA.
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Thefirst neighbors of LGP are stronger connected under themselves than with 2nd neighbors of LGP.

Figure 7.131. Parafascicular thalamic nucleus (PF) network relations after PCA.
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The first neighbors of PF are strongly connected with the second neighbors of PF but less to other first neighbors
of PF.

32. Metric Multidimensional scaling

MDS calculates the differences of connections of regions. If the difference of connections of two regionsis small
then the regions are closely positioned to each other in the MDS diagram. The Hamming distance (L1 norm) of
binary vectors of outputs and inputsto all connected regionsis used as a distance measure. |n comparison to non-
metric multidimensional scaling (NMDS) where ranks or orders of regions are considered MDS has the advantage
to work with distance information.
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Figure 7.132. MDS of regions belonging to the basal ganglia circuits. CPu and MGP

are closely related to each other because they do not have large differences of their
connections.
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33. Hierarchical cluster analysis

Methods of hierarchical cluster analysis can be used to compute clusters of aregion lists. Here, the macaque71
dataset of the macaque brain has been used. Based on alist of regions a new variantclass must be build which
contains all regions of the original list of regions that should be clustered. Then cluster analysis can be applied to
this variant. The data has been imported into neuroV1ISAS and a project file has been saved. Within the project a
new variantclass has to be build by a right mouse click on "Variantclasses in the tabulator window "Variants" of
the main window. The new variantclass is defined after clicking on "Create new Variantclass'.

Figure 7.133. Defining a new variantclass to prepare hierarchical cluster analysis.
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Within the Variant the name "hieral" is assigned and then the definition need to be accepted by clicking on
"Accept":

Figure 7.134. Definition of the variantclass.
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After accepting the definition the following dialogue may appear, where "Y es" should be selected:

Figure 7.135. Accepting theroot of theregionsin the data container.
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E It was no root region set for the variant class. Use the root of the hierarchy?
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Now anew variant within the variantclass "hieral" can be defined by selecting " Create new variant from contain-
er':

Figure 7.136. The new variant hasto be build.
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Now the variant must be selected:

Figure 7.137. Selection of the new variant.
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By selecting "Analysis' menu in the main window and clicking on " Advanced connectivity analysis' the advanced
analysis window will be opened. After pressing the "+" key the "hierarchy" (list of depth 1) will be expanded
as shown:
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Figure 7.138. The adjacency matrix and list of regionsin thetriangle visualization of the
macaque connectivity dataset.

Clicking of "Others" and "Hierarchical clustering” opensthe hierarchical clustering dialogue (seelast figure). The
hierarchical cluster analysis generates a clustering of regions depending on their connections. This new clustering
is displayed in the main window (not at this step in the "Advanced connectivity analysis' window).

Figure 7.139. The result of region clustering using hierarchical modularity analysis is
shown in theregion frame.
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If the frame with the clustering result is active (light background) then the connectivity analysis functions of the
"Advanced connectivity analysis' window will be applied to the clustering result:
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Figure7.140. Theclustering result after expandingthetrianglehierarchy by pressing " +"
and theresulting adjacency matrix.

......

There are several options available to perform hierarchical clustering:

1. Merging clusters with minimum distance of their gravity centers

2. Merging clusters with minimum distance of two contained regions

The"gravity centers' and the "two region" method can be applied to the " connectivity matching out”, "connectivity
matching in" and "connectivity matching all" measures. A further clustering method is the hierarchical modularity
clustering and the Girvan-Newman method. The latter, is based on betweenness calculation of all edges. Then
the edge with the highest betweenness is removed and the betweenness of al edges affected by the removal is
recalculated. These steps are repeated until no edge remain.

Directed modularity clustering

This method is based on the paper of Leicht and Newman (2008, Community in structure in directed networks).
Itis computed as aglobal parameter, within the modularity analysis and within hierarchical clustering.

Connectivity pattern clustering

To determine regions that build groups of similar connections the following clustering method can be applied.
After defining avariant of the hierarchy open the Advances analysis window and select all regions that should be
clustered. Then select "Other" and "hierarchical clustering”. Choose the clustering method " Connectivity pattern
clustering":
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Figure 7.141. Connectivity pattern clustering window.

Choose clustering method

Connectity pattern clustering |«
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& All regions in a cluster belong to the same layer
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Minimum size of layer relative to the average size |[.7

|| Show region frequency in clusters

Part of region name: |[ayer

Start clustering Close

Thegoal of the " Connectivity pattern clustering” isto assign the regionsto a given number of cluster in away, that
regions of one cluster are similiar in their connection pattern referring to the clusters. That means, two regions of
acluster have asimilar amount of output connectionsto regions of clusterl, asimilar amount of input connections
from regions of clusterl and so on for each cluster. The clusters are denoted as "Layer".

Define the number of expected clusters. For example, 6 layers of the cerebral cortex or 10 layers of the spinal cord
or 3 layers of the alocortical regions or 7 layers of the olfactory cortex.

The "same layer" option shows the clustering in the above described way.

The second option "different layers® first calculatesthe clustering in the described way assigning the regionsto the
"Layers’, but than rearragestheregionsin away that all regionsof one"Layer" aredistributed to different clusters.
So in each cluster is maximal one region of one"Layer". The distribution to the clustersis choosen that way, that
the number of edges inside the clusters is maximized. The value "Minimum size of layer relative to the average
size" controles how equal the sizes of the "Layer" will be. The maximal value 1 means, that all "Layers" should
contain, as precisely as possible, the same number of nodes. Lower values allow "Layers' to become smaller than
the average size, so that other "Layers' get bigger. The option "Analyze region frequency” counts the occurrences
of regions containing a special character string followed by an underline and a number and shows the frequencies
inatable.

The number of connections of an original layer of atopographic regions within a cluster is written to atable that
appears after computing:

Figure 7.142. Frequency of connections of aregion within a cluster.

Region_laver_1 Fegion_layer_2 | Redion_laver_3 | Eedion_laver_4
Cluster_1 2 3 4] ki
Cluster_2 2 7 ¥ 2
Cluster_3 a 3 4 2
Cluster_4 2 3 3 1
Cluster_5 ¥ 3 2 2
Cluster_B 1 2 2 2
Cluster_¥ 1] 2 3 2
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The adjacency matrix of acortical connectome before clustering shows the original arrangement of cortical layers
subdivided by regions and within regions by cortical layers.

Figure 7.143. Original adjacency matrix of direct connections.
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After computing and opening a new "Advanced connectivity analysis' window the clusters have been selected:
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Figure 7.144. ThThe connectivity pattern within each of the 7 clustersis stronger than

to other clusters,
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The result can be interpreted as an maximization of connections between clusters of cortical layers (different
father (topographic brain region) region with same cortical layers). Or with other words a "thick layer" regional

rearrangment has been computed.

The clustering result after playing the "different layers' method:
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Figure 7.145. Connectivity patterns after applying the " different layers' method.
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The result can be interpreted as an maximization of connections between cortical layers within a cluster (same
father (topographic brain region) region with different cortical layers). Or with other words a "thick column”
regional rearrangement has been computed.

The Markov Cluster Algorithm (MCL) isan unsupervised clustering technique for graphs (Van Dongen, S. (2000)
Graph Clustering by Flow Simulation. PhD Thesis, University of Utrecht, The Netherlands. http://micans.org/
mcl/). Random walks on the graph are evaluated to detect those nodes where walks flows together.

The meanings of parameters are as follows (matrix values are normalized between 0 and 1):

"Maximum value considered zero (>=0)" (Default: 1.0E-7): Test if matrix valuesare zero. Valuesbel ow thisthresh-
old are set to zero (convergence can be faster).

"Maximum difference between values (>=0)" (Default: 1.0E-7): If difference of two values are bel ow the threshold
then they are considered as equal (termination of computing)

"Loop gain (>=0)" (Default: 0): Probability for considering a connection on the diagonal. If values > 0 then con-
nectivity loops or selfconnections are used. If 0.5 is set asaloop gain, then each value on the diagonal is set to 0.5.

"Inflation exponent" (Default: 2.0): Exponent for adjacency matrix. Exponent is iteratively applied matrix ele-
ments.

34. Diagrams of local parameters

Any local parameter can be defined as an x- or an y-coordinate to visualize dependencies and frequency distribu-
tions. Before using the diagrams the local parameters must be computed.
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Figure 7.146. The Shapley rates are assigned to y coordinates (dependent variable) and
the DG All variable to x values (independent variable).

[ ) At Pt o vommad_22 12011 s canwmcsimms A4
File Anatysis panels Hisrarchy panels MinView Resulis

Projects may require a standardized view of different diagrams. By clicking on the dark gray button at thee upper
right corner of the diagram view the number of diagrams can be determined.

Figure 7.147. Definition of a diagram panel.

35. Pathway analysis

By clicking on "Other" and "Find path" the following window will be opened.
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Figure 7.148. The " Find path" window.
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Now, a source node has to be specified by clicking on the "Source" button, e.g., "cpu” in the "Short name" filed
and press ENTER. Then the target node must be specified, e.g., pg (pontine gray). The search that is apllied is
the "Shortest ways" mode. Search will be executed after pressing "Find path”. A scrolablelist of possible pathsis
generated and the paths with level of hierarchy are shown in the right subwindow.

Figure7.149. Thefirst found path ishighlighted. It crossed 2timethehierar chy from level
11to 10 and from 10to 11. Therefore, a™ 2" isshown in the column " Hierarchy levels'.
The " Path length” is 2 because two edges are necessary to realize the path from CPu to
PG. Edge weight isindicated by colorsas defined before and the number of authorsthat
have described the particular connection isdisplayed, too.

B © Findpath _— 00 ®

[ Source ] caudate_putamen | b
.

ling [7 Show short name instead of name [] Ending
Use weight for edge color 7] Number of authors [ Highlight reciprocal edges

jierarchy selection 10
2 2
Found links: 6
Results | Frequency of regions | Frequency of edges | 1
Path Path lengl Average weight Hierarchy levels
u g
u 1

Hide direct paths with loops|

The next mode "Maximum path length" allows to specify the maximal pathlength, e.g., 3. After search has been
performed the table contains 278 possible paths of the length from 2 to 3 edges. Paths are sorted first by "Path
length" and secondary by "Average weight" to obtain the shortest apths with largest average weight for each group
of path length first.
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Figure 7.150. The 3-edges pathway with lowest level corssings and lar gest aver age weight
from CPu to PG.

The next mode allows jumps in the hierarchy (pathway can be resumed from an upper or lower level of aregion)
and can be combined with the option "Maximum path length”. This modeis performed in parallel (threads) using
all cores of a machine because many alternative pathways (here: 1179) in alarge set of possible pathways have
to be analyzed.

Figure 7.151. A region can be selected to indicate its connections (dashed lines) and by
electing an edges information is provided in a tooltip. The hierarchical organization of
subregionsisdisplayed by thin black lines.

Show short name instead of name [ Ending
for edge color ] Number of authors ¥ Highlight reciprocal edges

& Hide dir

The frequency of regions contained in the list of found paths is displayed in a table that is opened after clicking
on the "Frequency of regions" Tab.
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Figure7.152. Thetabledisplaying thefrequency of regionsin pathway need to be updated
beforeresultsareshown. In thiscasethe" Lateral_hypothalamisc area L" isinvolved in
88 different paths of length 3.

Found links: 1179

Results | Frequency of regions | Frequency of edges |
Mame Path length: 2 Path length: 3 =
Lateral_hypothalamic_area L 1 88|
Locus_coeruleus_L 1 7715
Tuberal_region_of_lateral_hypot... 1 76
Lateral_hypothalamic_area_ant... 1 75
Lateral_agranular_prefrontal co... 1 71
Rostral_forelimb_motor_area_L 1 70,
Frontal_cortex area_2 L 1 70,
Caudal_forelimb_motor_area_L 1 70,
Medial_agranular_prefrontal_cor... 1 70
Cingulate_cortex_L 1 69
Prefrontal_cortex L 1 65)
Cingulate_cortex_area_2_caudal... 1 65
Zona_incerta_L 1 58|
Lateral_hypothalamic_area_perif... 1 57
Parafascicular_thalamic_nucleu... 1 56
Perirhinal_cortex_ L 1 56
Somatomotoric_regions_L 1 54
Neocortex L 1 54|
Parietal_cortex_posterior_area_L 1 53
Wentrolateral_orbital_area_L 1 52,
Somatosensory cortex_layer 5_L 1 52|
Dorsal_raphe_nucleus_L 1 50
Mesencephalic_reticular_formati... 1 49
Parabrachial_nucleus_L 1 494

The frequency of edgesis shown in the following table:

Figure 7.153. The edge between the CPu_L totheLHAa L,LH L and TuLH_L isused
most often in pathways of the length 3.

Found links: 1179

Results rFrequenq« of regions r Frequency of edges |
Name Path length: 2 Path length: 3 ~
FCPuLTLHAS L
FCPuv LTLHL
FCPudm LT LHL

I »

FCPULTILCL
F CPur LT Cg2c L
FCPULT Cgl
FDCSLTParP L
FCPud LT SMR L
F CPu L T MEOCX L
F CPuam L T Fr2 L
u CFMA L
FCPuLTAGIL
FCPuLTSRLS L
F CPu L TAGM L
FDCSLTAGL
F CPudl LT SMR L
FSTRLTPFCL
FTELLTAGIL
FCPuLTSMRL
FCPuLTPRh L
FDCSLTWVOL
FDCS LTAGmL 51|+

alalalalolalalblalalalalalalala
3

To reconstruct a circuit, the source and target region can be the same. Further regions that should occur in the
pathway can be added to proofe if acertain pathay exists.
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Figure 7.154. Theindirect basalganglia path through predefined regions has an average
weight of 1.5 and passes 14 levels of the hierarchy.

CPy

Exploring the pathways can be done by defining the source, e.g., caudate putmanen and the source pontine gray,
then define the maximum length of pathways. Then the results can be sorted (sorting is performed first by the path
length automatically lollowed by sorting the average weight after clicking on the "Sort" button).

Figure 7.155. 279 alter native pathways from caudate putamen to the pontine gray have
been found.

10 it

By selecting "Frequency of regions' the frequency of regionsin the detected pathways are calculated. Zonaincerta,
the lateral hypothalamic area and the medial agranular prefronatal cortex occured most often in the 279 pathways.
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Figure 7.156. The frequency of regions (within the 279 found pathways) after sorting
(clicking on column header " Path length: 3").

Found links: 279

Results | Frequency of regions | Path sequence frequencies |

Mame Path length: 2 Path length: 3 +
Lateral_hypothalamic_area_L

47|~
Zona_incerta_L 38|
Medial_agranular_prefrontal_cortex L 38
Mesencephalic_reticular_formation_L 22
Dorsal_raphe_nucleus L 17
Caudal forelimb_motor_area_L 16
Primary_somatosensory_cortex_L 16
Superior_colliculus_L 16
Locus_coeruleus_L 14
Posterior_thalamic_nuclear_group_L 13
Rostral_forelimb_motor_area_L 12
Pretectal region_L 11
Primary_visual_cortex_ L 11
\Wentral_tegmental_area_Al10_L 11
Secondary_somatosensory cortex_ L 10|
Posterior_hypothalamic_area_L 10{=
Substantia_nigra_reticular_part_L 9

Parafascicular_thalamic_nucleus_L
Auditory regions_L
Lateral_agranular_prefrontal_cortex L
Lateral_hypothalamic_area_perifornical_part_L
Substantia_innominata_L
Lateral_posterior_thalamic_nucleus_L
Substantia_nigra_compact_part_L
Substantia_nigra_A9_L
Caudal_globus_pallidus_L
‘Wentral_lateral_geniculate_nucleus_L
Superior_colliculus_R
Medial_globus_pallidus_L
Parabrachial_nucleus_L
Anterior_pretectal_nucleus L
\Wventromedial_thalamic_nucleus_L
Wentral_pallidum_L
Paracentral_thalamic_nucleus_L
\ventrolateral_thalamic_nucleus_L
Perirhinal_cortex L
Dorsomedial_hypothalamic_nucleus_[Medial z..
Cuneate_nucleus_L
Basal_nucleus_Meynert |
Subthalamic_nucleus L
Central_medial_thalamic_nucleus_L
Accumbens_nucleus_L
Medial_geniculate_nucleus_medial_part_L
Medial_mammillary_nucleus_L
\Wentral_lateral_geniculate_nucleus_R
Substantia_nigra_lateral_part_L
Globus_pallidus_L

Lateral preoptic_area_L
Primary_visual_cortex R
Rostral_globus_pallidus_L

Update |
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The frequencies of path sequencesis calculated in the "Path sequence frequencies' table.
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Figure 7.157. The pathway segment AGm->PG occursin 28 different pathways from all
279 deter mined pathways.

Found links: 279

Results | Frequency of regions | Path sequence frequencies(361) |

Mame Path length: 3 +
F_AGmM_L T PG_L 28|~
FLIHLTPG L 26
FZILTPGL 24
FCPu L TIHL 21
F CPu L TDRL 17|=
FS1 LTPGL 16
FSC_LTPGL 16
F CPu L TLCL 14}
FCPULTZI L 14
F_MRF_L T PG_L 13
F Po_ L TPGL 13
F_CPu L T VWTA L 11
FV1_LTPGL 11
FPRT LT PGL 11
FS2 L TPGL 10
F_PHA L T PG_L 10
FCFMA LT PG_L 10
F_CPu_L T _AGmM_L 10
F_CPu_L T AGIL ]

F_ CPu_L T PFF L
F_CPu_L T MRF_L
F_CPu_L T SNR_L
FAULTPGL
F_ CPu L TSIL
F PFx LT PGL
FCPuLTLPL
F_CPu_L T SNC_L
F_CPu_L T SN_L
F_ CPu_L T GPc_L
F VG LT PG L
F CPu L TFBL
FAPT LT PG L
FSCRTPGL
F_CPu_L T RFMA L
F_RFMA L T PG_L
F_CPu_L T CFMA_L
F_CPu L T MGP_L
F Cu L T PG_L
F_CPu_L T PRh_L
F_CPu_ L T VWM_L
FCPuLTWVLL
F CPu L TPCL
F CPu L T WP L
FCPuLTBL
FDM_LTPGL
F CPu_L T Ac_L
F_MMn_L T PG_L
F_CPu_L_T_MGM_L
F_CPu_L T STh L
F CPu L T CM L

Update |Cb Path sequence length: 1

slalolalsjnvvnovnnnaloooslslo s w-sooolvsoo

36. Project analysis

To obtain a quantitative overview of a neuroVIISAS project Analysis -> Project statistics can be selected (the
calculation may take some time related to the size of a project (30 MB project without rendered data my take 10
seconds). Then the following list of tablesis calculated:
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Figure 7.158. Part 1 of the project analysis.

Project statistics  cnsLR111 &

Fublications cited in connections 3763
Publication is not a tract tracing study in the normal adult rat 1883
Publications not analysed yet 2289
Mumber of experiments 658261
Mumber of region names 53646
Mumber of region abbreviations 42485
Mumber of regions with contours a1
Maximum hierarchy depth i
Mumber of connectivity data 482044
Mumber of existing connectivities 44B6B6T
Reciprocal edges 35012
MNumber of paths 1803
Path length=2 845
Fath length=3 894
Fath length=4 [
Path length=5 40
Path length=6 18
Mumber of collaterals 56
Mumber of targets=2 28
Mumber of targets=3 12
Mumber of targets=4 10
MNumber of targets=5 2
MNumber of targets=6 4

Weight (Connectivities) All IPSI CONTRA
unknown 6515 G185 330
fibers of passage 8350 5709 2641
not clear 5451 4505 856
exists 136405 99905 36464
not present 31636 20556 11074
very light 34817 17816 17101
light! sparse 104803 73436 31365
light/ moderate 16116 8013 8103
moderate/ dense 59840 47804 12036
moderate/ strong 3891 2715 1178
sirong 80553 58477 22073
very strong 3567 2043 624

Weight (Experiments) All IPSI CONTRA
unknown 3985 3005 a0
fibers of passage 10771 7825 2048
not clear 9027 7509 1118
exists 196687 146217 50470
not present 45223 31197 14026
very light 52087 28333 23754
light! sparse 134757 98575 36182
light/ moderate 22655 10613 12042
moderatel dense 80710 65102 16608
moderate/ strong T094 3584 3500
sirong 91288 67701 23595
very strong 3969 3275 604
Figure 7.159. Part 2 of the project analysis.
Connectivities between hierarchy levels
Hierarchy. 3 4 ] 6 7 a 9 10 11 12 =] 14 15 16 17 18 19 20
3 0 1] 1] 0 4 24 28 36 18 14 14 8 4 4 8 0 1] 0 0
4 0 1 1] 0 6 42 30 68 48 20 14 0 0 0 0 0 1] 0 0
5 0 2 20 2 11 44 22 159 465 302 467 502 95 136 69 21 15 4 0
6 0 a 16 4 0 36 42 94 146 168 172 104 34 EF] 20 16 ] 0 0
7 6 a 14 4 10 58 151 ELE] 301 171 273 238 51 49 39 12 14 0 0
il 80 29 188 62 74 348 832 1500 1824 1660 1748 1331 304 214 G4 170 104 0 0
9 106 11 96 44 EL 772 2156 3634 4376 4070 3103 4001 680 T42 98 34 16 0 0
10 550 168 507 138 256 2088 4598 7593 9621 8837 6903 7184 1362 1100 258 g2 4 0 0
11 248 a4 521 119 344 3040 5390 10008 12237 11915 10890 8660 2055 1270 302 198 4 0 0
12 182 58 400 186 366 2874 5083 9287 12371 13778 12055 8571 2916 1682 527 1031 182 0 0
13 127 161 650 255 500 3111 11151 16058 14471 16680 26323 14286 5280 2927 584 397 210 0 0
14 54 a7 326 176 586 3435 13329 17379 12644 13306 16081 12176 4738 3113 535 350 148 4 0
15 38 18 90 74 46 406 1012 2868 3455 4006 4619 3999 1842 1053 302 114 26 0 0
16 8 a 32 14 6 270 524 1104 2136 2130 1799 1585 1358 939 384 136 22 g 0
17 2 a 2 14 0 66 122 322 585 636 872 530 408 284 334 32 ] 14 4
18 0 1] 1] 10 0 154 72 326 600 347 301 254 144 141 EL 1474 1458 1000 0
18 0 1] 1] 0 0 20 T4 EE] 244 92 146 98 58 132 30 104 1186 672 0
20 0 1] 1] 0 0 16 0 70 64 38 G0 30 40 40 24 0 2 4 0
21 0 1] 1] 0 0 8 0 0 0 1] 1] 0 0 0 0 0 1] 0 0

Qutdegree Ipsilateral Qutdegree Contralateral Indegree Ipsilateral Indegree Contralateral
Lateral_hypothalamic_are...|1293 Locus_coeruleus_R 690 Lateral_hypothalamic_are... |759 Superior_colliculus_L 450
Lateral_hypothalamic_are...[1292 Locus_coeruleus_L 689 Lateral_hypothalamic_are...|759 Superior_colliculus_R 450
Locus_coeruleus_L 1019 Gigantocellular_reticular_.. [450 Nucleus_of_the_solitary_t.. 688 Periagueductal_aray_L 425
Locus_coeruleus_R 1018 Gigantocellular_reticular_.. [450 Nucleus_of_the_solitary_t.. [6B8 Periaqueductal_aray_R 425
Gigantocellular_reticular_... [746 Pedunculopontine_tegme... [325 Paraventricular_hypothala... [652 Cuneiforme_nucleus_L 404
Gigantocellular_reticular_... |746 Pedunculopontine_tegme... (325 Faraventricular_hypothala... |652 Cuneiforme_nucleus_R 404
Raphe_magnus_nucleus... |650 Caudal_part_of_ventral_lo...[306 Parabrachial_nucleus_L 636 Centrolateral_thalamic_n... {387
Raphe_magnus_nucleus... |650 Caudal_part_of ventral_lo..|306 Parabrachial_nucleus_R G636 Centrolateral_thalamic_n... |397
Koelliker_Fuse_nucleus_L |B05 Primary_somatosensory_... (281 Infralimbic_corex_L 509 Lateral_hypothalamic_are... |384
Koelliker_Fuse_nucleus_R |805 Primary_somatosensory_... (281 Infralimbic_corfex_R 509 Lateral_hypothalamic_are... |384
Regions with contours and no connectivity

Forceps_major_of the_corpus_callosum_L
Splenium_of_the_corpus_callosum_L
Anterior_commissure_anterior_part_L
Anterior_commissure_intrabulbar_part_L
Anterior_commissure_posterior_part_L
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Connectivity analysis

The results of a evaluation of awhole project is displayed. A few regions with the largest number of direct con-
nections of the ipsi- and contralateral hemisphere are presented (no connection of subtrees are considered here
(indirect connections)). In the last table, regions are shown which have a contour, however, no connections. This
table could be useful for atlas based connectome analysis because it provides an overview of all those regions
which are explicitely defined in an atlas, however, of which connection are unknown, so far.
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Chapter 8. Simulations

Simulations can be defined, scripts can be generated and results can be visualized on Windows and Linux instal-
lations of neuroVIISAS. However, to let the generated PyNEST scriptsrun an installed NEST version on aLinux
machineisnecessary. Sofar, neuroV1ISAS alows the usage of the multicompartment model and topology module
of NEST. The simulation interface is opened by clicking on the "Simulation™ tab in the "Advanced connectivity
analysis' window. NEST must be downloaded from the NEST webpage, then the following installation stepsin
the directory where NEST has been unpacked are necessary:

Configure installation: ./configure - -prefix=/usr

Compile: make

Change to root: su

Install: make install

Test: python import nest

Test : nest - -version

After updating NEST it could be possible to update numpy, matplotlib by YAST2 , or install TK backend by
YAST2.

For afirst installation of NEST the following software need to be installed:
gce

g++

python

python dev

GSL

GSL dev

python-numpy

python-scipy

python-matplotlib

ipython

readline

readline dev

ncurses

ncurses dev

Pakete aus dem Repository: http://downl oad.open-suse.org/repositories/science
Neuron

SNNAP (Java)
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1. Graphical user interface for simulations
The basic parameters are assigned to al regions to generate spiking neurons and spike detectors.

Figure8.1. Thegraphical user interface for defining population based simulations.
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To select regionsfor spiking neuron populations and spike detector the root node in the "Nodesfor simulation™ list
must be clicked followed by pressing ENTER. Then the list of regions appear that have been selected by defining
the network, e.g., extrapyramidal system.

Figure 8.2. Opening and assigning regions of the network to the Poison generator and
spike detectors.

[ Stomdasson 2@ @
- Wienx
Ehosase neursn mods! laf noursn -l

setNeuroncount; ® [L00 Nesrans et region Neurans pes mm®

inhi 20 D% excitatoric

Nade internal connection ratio (inhibitoric) |20 Synaptic strength (mv] |70.0

Nade internal connection ratio fexcitatoricl |20 Synaptic strength (V) [35.0
Maximum rusmber of outgoing edges fexitatoricl Marimusm [t eanal part
Maximum rusmber of outgoing edges linhibitorich Maximiam It eenal part

Allow sutapses []Allow multapses
Randomization mode for intrinsic connectivities: [Erdos Ronyi | =
Percentages of nodes to connect for very light or very strong edge weights
we CF—— (1 e

# Delay tms) 1.0 signalspeed tmis) 1.0

Firing rate for input (Hz): 200009 | Firing duration (ms [5.¢ Mokse frequency (Hz) [0.C

Simulation time (ms) [10C Thread count: |2 Randomizations: |1

Mades for simulation Hodes with input from Poisson-Gener alos
Accumbens_nucieus L Lateral_agranular_prefrontal cortes L

Accumbens_nucleus A
Caudate_putamen L

Controlateral thalaméc nuckeus R
Lateral_agranular_prefrontal_cortes L 1
Lateral_agranudar prefrontal_cortes A

Xd

Latersl_globus_palidus_ L

Madial globus_paliidus L
Medial_globus_paliidus R
Paratascicular_thalamic nucheus L
Parafascicular_thalamic_nucleus R

Nodes with Spike-Detector

Subthalamic_nuclous L IAccumbans nucleus L =
Subthalamic_nucleus R Wwceumbens_nudeus R

Caudate putamen L

Caudate putamen R

Central_med

Ventrome
Vantromedial thalaméc nuckius R X Y Y
Lateral_agranular_prefrantal cortes L
Lateral_agranular prefrontal_cortex R
Lateral_globus_pallidus L
1_glabus_pallidus B

]

Paratascicular_thalamic_nudeus L
Paratascicular_thalamic_nudeus &
Substantia_nigra compact part L
Substantia_nigra_compact_part R

Remove regions without input [ Remove regions without output

Create Python script || import results || Build mircocircuits || Build layers of neurans
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The left lateral agranular prefrontal cortex (primary motor cortex) has been assigned to the Poisson Generator
(in this example only one population assigned to a Poisson-Generator is use, however, it is possible to assign
more than one population to a Poisson generator) and all regions to spike detectors. This means, that the left
lateral agranular prefrontal cortex will receive a spike injection and we will detect in all regions spike events
activity: What happensin all (Ieft and right) spiking populations of the extrapyramidal system after spikeinjection
in the left primary motor cortex? In the next step the population parameters must be defined. Here, two cases
of population definitions are offered: 1) each region will obtain the same number of neurons or 2) regions with
known volumes will obtain an estimated number of neurons and those which do not posses volume information
will get a constant number of neurons. In the example below the case 2 population definition is applied. On
a small Linux Workstation the number of neurons per mm?3 was downscaled to 600. The relation of inhibitory
to excitatory neurons per population is 20% to 80%. As the "Node internal connection ratio" of inhibitory and
excitatory neurons 20% is used. The "Synaptic strength (mV)" for the inhibitory population is-70.0 mV and for
the excitatory population 45.0 mV. The absolute quantities "Maximum number of outgoing edges (excitatory)"”,
"Maximum number of outgoing edges (excitatory)" and "Maximum internal part" was not used in this example.
These parameters are recommended if the size of spiking neurons per population has been chosen to be constant
(Case 1 of population definition). Autapses and multapses were also not used in this example. The population
intrinsic connection is generated by applying Erdds Renyi randomizations. However, other randomizations can be
applied with the disadvantage that it take much more computation time and the PyNEST script size becomesvery
large. neuroV I1SAS uses the connectivity data to generate connections between populations. The "Percentage of
nodesto connect for very light or very strong edge weights' is used to make weak connections stronger and strong
connectionsweaker. Asa"Delay" (synaptic delay) 0.2 ms, e.g., isused. The"Thread count:" indicates the number
of coresand/or CPU* cores that are allocated for simulation. "Randomizations:" controls the number of simulation
iterations. Here, the simulations will be repeated 5 times. By clicking on "Create Python script” the following
population table is shown which can be modified now:;

Figure 8.3. The population table that is applied for the simulation.

Ed ) change parameters >~ @ ()] Tl
MName volume [mm3)|Cell density .| Cell count [inhibitoric (%)[Internal con...[ Internal con...[Neuron model| [
Substantia_nigra_compact_part_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron #
Substantia_nigra_reticular_part_L 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron |—EE|L
Ventral_tegmental_area_Al0_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Lateral_habenular_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Central_medial_thalamic_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Centrolateral_thalamic_nucleus_L 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Parafascicular_thalamic_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Ventrolateral_thalamic_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Ventromedial_thalamic_nucleus_L 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Lateral_globus_pallidus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Medial_globus_pallidus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Accumbens_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Caudate_putamen_L 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Subthalamic_nucleus_L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Lateral_agranular_prefrontal_cortex L -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Substantia_nigra_compact_part_R -1.0 500.0 100 20.0 20.0 20.0 iaf neuron
Substantia_nigra_reticular_part_R 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Ventral_tegmental_area_Al0_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron r
Lateral_habenular_nucleus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron y
Central_medial_thalamic_nucleus_R 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Centrolateral_thalamic_nucleus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Parafascicular_thalamic_nucleus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Ventrolateral_thalamic_nucleus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Ventromedial_thalamic_nucleus_R 1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Lateral_globus_pallidus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Medial_globus_pallidus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Accumbens_nucleus R 1.0 600.0 100 20.0 20.0 20.0 iaf neuron
Caudate_putamen_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron
Subthalamic_nucleus_R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron Tl
Lateral_agranular_prefrontal_cortex R -1.0 600.0 100 20.0 20.0 20.0 iaf_neuron |

| Create Python script |

A right mouse click on a population opensthe "Edit" option to adapt specific neuron models and their parameters,
or changing the cell count etc. To proceed click on the " Create Python script” button and store the PyNEST script.
Then click on "Import results" to automatically import the results after the simulation has finished. Now the script
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is executed and some messages on the progress of population and connectivity generation as well as simulation
are displayed in the shell:

Figure 8.4. The output of the simulation progress shown in the shell window.

() NeuroVIISAS : sh <2>

Datei Bearbeiten Ansicht “erlauf Lesezeichen Einstellungen Hilfe

Jan @5 13:17:11 Scheduler::resume [Infol:
Simulation finished.

Run: 5/5

Create neurons

Create node internal connections

a.0%
3.3%
6.7%
10.0%
13.3%
16.7%
20.0%
23.3%
26.7%
30.0%
33.3%
36.7%
40 . 0%
43 3%
6. 7%
50.0%
53.3%
56.7%
60 . 0%
63 .3%
66 .7%
70.0%
73.3%
6. T%
80.0%
83.3%
86.7%
90 . 0%
93 3%
96 . 7%
Create poisson input
Create Connections
Create spike_detectors

Jan 05 13:17:13 Simulate [Infol:
Simulating 188 ms.

Jan @5 13:17:13 Scheduler::prepare_nodes [Info]
Please wait. Preparing elements.

Jan B85 13:17:13 Scheduler: :prepare_nodes [Infol
Simulating 3062 nodes.

Jan 05 13:17:13 Scheduler::resume [Info]:
Simulation finished.
Save parameters and spike_detector results to File test9. results
NEST-Simulation finished
fusrilib/python2.6/site-packages/pytz/tzinfo.py:5: DeprecationWarning: the sets module is deprecated
from sets import Set
fusrflocals/1ib6ds python? (6/site-packages/nest/hl_api. py:453: DeprecationWarning: PyArray_FromDims: use PyArray_SimpleNew
return spp ()

fusrilocal/lib6d/python? . 6/site-packages/nest/hl_api.py:453: DeprecationWarning: PyArray_FromDimsAndDataAndDescr: use PyArray_NewFromDescr

return spp()

& NeuroVIISAS : sh

After the simulation Info windows has closed click on "Results" in the main window of "Advanced connectivity
analysis' -> "Show simulation results' opens the following results table:
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Figure 8.5. The simulation resultstable.

T St st st
Hide empty rows Interval width in ms
uniform scaling of the histograms in toohips [ percent of the cell count [ Adjust timeline to first spike
Run: 1
Table | Histogram comparison
Fow height
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Repeat simulation

The spike histogramsare shown in theleft column. The bin'sthe spike histograms can be controlled by the " Interval
width in ms" field. Those population which do not produce spike events can be hidden by checkmarking the
"Hide empty rows" option. Scaling of the histograms can be normalized or scaled as percent and adjusted to
the first spike event by checkmarking the corresponding checkboxes. Above the table the "Run” line shows how
many simulations have been performed. In this example 4 repetitions of the simulation have been entered in the
simulation definition. Therefore, 5 small marks are display under the "Run” line. By moving the indicator with
the left mouse key it is possible to display the other simulations in the table. The table contains 10 columns which
are all sortable by clicking on the column headers.

1. Histogram: The histograms show the spike distributions (x-axis: number of spikes, y-axestimein ms) over the
simulation time. The name of the population is displayed over the histogram. A

right mouse click on ahistogram allows to set red line markers to facilitate the comparison of histograms.
2. Cell count: display the number of neurons per population.
3. Spike count: the total number of detected spikes over the period of simulations.
4. Spikes per neuron: the mean number of spikes per neuron.
5. 1. Spike: the occurrence [mg] of the first spikein the population.
6. Path length: shortest path to population where spike injection was performed.
7. Firing neurons; number of firing neurons of a populations.
8. @ 1Sl: mean interspike interval.
9. #(191): standard deviation of mean interspike interval.
10 Cv: mean coefficient of variation of interspike intervals.

A right mouse click on aspike histogram opensamenu. By selecting " Show spikeinterval histogram" thefollowing
interspike interval frequency distribution is generated:
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Figure 8.6. Interspike interval frequency distribution.

I’? Spike-Intervall Histogramm Lateral_agranular_prefrontal_cortex_L
0.1 Interval width in ms

Lateral_agranular_prefrontal_cortex L
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2
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Within the diagram the interval width can be adapted and the shift to another simulation is done by moving the
indicator at the bottom of the histogram with the mouse. The spike scatterplot can be opened by a right mouse

click on the spike distribution diagram in the table.

Figure 8.7. Spike scatter plot.

[ ) Scatterplot Caudate_putamen_L

[I[Sort []Ausrichten: [1. Spike [~]|[Streuung der ISl-Langen [~]

Caudate_putamen_L

10 20 30 40 50 60 70 30 a0 1

E

Spikes can be sorted and aligned to the first, second, third spike event as shown in the following figure:
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Figure 8.8. Sorting and aligning spikes.

() Scatterplot Caudate_p

L

Sort [v]Ausrichten: [2. Spike [~ |[Streuung der ISI-Langen |~ |

Caudate_putamen_L

U

On the right site of the spike rasterplot a distribution of interspike interval variation or mean interspike interval
length or mean frequency for each neuron is shown. By moving the simulation marker below the spike raster plot

with the mouse different simulation experiments can be visualized.

Figure 8.9. By moving the mouse over the frequency distribution of spiking neuronsthe

specific frequency isdisplayed.

() Scatterplot Caudate_put

_L

sort [v]Ausrichten: [2. Spike [ |[Mittlere Frequenz [=]

Caudate_putamen_L

e ®
0,537
1,331
0,709
0331

444.44Hz mittlere Spi -Freéuenz

2,328

1,921
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Thetable of simulation results can be exported as an image by clicking on the camera symbol of the main window
of the simulation resullts:

Figure 8.10. The exported image (*.png file) of the simulation result table.

e e e iahid o ol

The spike distributions can be compared by each other by clicking on "Histogram comparison” in the main window
of simulation results. The comparison result is displayed as a matrix:
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Figure 8.11. The spike distribution comparison matrix.

@ Simulation results: test9
[] Hide empty rows M Interval width in ms
[_] Uniform scaling of the histograms in tooltips [ |In percent of the cell count [ | Adjust timeline to first spike
Run: 1 O

Table | Histogram comparison |

[]Normalize histograms [Shortname with side as ending [+

<

[ Compare Matrix | Comparison table | Minimum [ Average | Maximum | ¢

| Repeat simulation |

The differences between spike distributions are computed and normalized. The spike distribution can be adjusted
to their first spike events:
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Figure8.12.

[ O simulation results: testo ®® 3
[]Hide empty rows [0.3 Interval width in ms

[] uniform scaling of the histograms in tooltips [ ]In percent of the cell count [v] Adjust timeline to first spike

Run: 1 C‘
I I I I I

Table | Histogram comparison |

[ Normalize histograms [Shortname with side as ending |« | )

l/ Compare Matrix r Comparison table r Minimum rnverage r Maximum | o

Repeat simulation

The minimum,maximum, average and standard deviation difference of iterations of simulations is computed by
clicking on the corresponding tab:
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Figure 8.13. Thevariability of spike distribution differences over 5repeated ssmulations.

8 ) simulation results: test9 — ~

® ®
[IHide empty rows [0.3  |Interval width in ms
[]uniform scaling of the histograms in tooltips [ ]In percent of the cell count [v] Adjust timeline to first spike
Run: 1 C}
Table | Histogram comparison |
[INormalize histograms| [Shortname with side as ending [~ )

[ Compare Matrix | Comparison table | Minimum | Average | Maximum | o

| Repeat simulation |

To find out which populations may have the strongest similarity (smallest difference) a comparison table can be
computed and the column of average similarity can be sorted:
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Figure 8.14. Comparison table of average similarities of spike distributions.
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Repeat simulation

The strongest similarity (0.748) of spiking population consists between the Parafascicular thalamic nucleus and
the subthalamic nucleus of the right hemisphere.

2. Loading a stored simulation

Stored simulations can be loaded explicitly and compared with multiple loaded simulation results. By clicking on
"Results" -> "Import simulation results' the simulation results on one simulation

and a second and so on can be loaded. E.g., an amygdala simulation experiment has been loaded within the ex-
trapyramidal system simulation:;
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Figure 8.15. The simulation of the left amygdala within the extrapyramidal system
simulation has been loaded.
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3. Adjusting neuron models

The selection of a neuron model is done by opening the Popup menu "Choose neuron model":

Figure8.17. The selection of a neuron model.
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Choose neuron model |iaf neuron |v ]
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Firing rate for input (Hz): |10000.0 Firing duration (ms) |5.0 Noise frequency (Hz) |0.0
Simulation time (ms) |100.0 Thread count: |2 Randomizations: 5

To adjust the parameters of the neuron model to a specific type of neuron a click on the grey button beside the
Popup menus is necessary. The the neuron model interface

is opened displaying the default parameters of the leaky integrate and fire (LIF) neuron:

Figure 8.18. The neuron model interface.

() change parameter for iaf_neuron —— ) (=) )
Parameter sets|DefauIt |V|| Save || Delete | ‘ Test parameters |

v_m |-70.0 |[_Default || New parameter ... | ® DC-Input

EL [-70.0 || Dpefault |name ) AC-Input

Cm [zs0.0 || Default | ) Spike-Input

tau_m [0.0 |[ Default |cq it 800 Amplitude in pA

t_ref 2.0 || Default | Amplitude offset in pA
V_th [-55.0 || Default

| Frequency in Hz

V reset [70.0 |[ Default | Synaptic strength in mv
|
|

tau_syn [20 || Default 10 Input duration in ms
le [o.0 || Default 10 | simulation time in ms

0.1 Sampling rate in ms

To adjust and verify parameters the following steps are necessary. A GABAergic interneuron of the caudate puta-
men should be model ed.
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Figure 8.19. Parameter adjustment for the GABAergic caudate putamen interneuron.

() change parameter for iaf_neuron = ®
Parameter sets‘GABAergic Interneur...|V|| Save || Delete | | Test parameters |

v_m 0.0 || Dpefault || New parameter... | ® DC-Input

EL |-70.0 || pefault |name ) AC-Input

Cc_m ‘200.0 || Default ||GAE!Aergic Interneuron | ) Spike-Input

tau_m lL6.0 || Default |c it 800 Amplitude in pA

t_ref 2.0 || Default | Amplitude offset in pA
V_th -45.0 || Default | Frequency in Hz
V_reset [-67.0 || Default | Synaptic strength in mv
tau_syn 2.0 |[ Default | [Lo | input duration in ms

le 0.0 || Default | [Lo | simulation time in ms

0.1 Sampling rate in ms

Now the parameters should be tested. Spike-Input is chosen, the frequency is set to 3 Hz, the synaptic strength to
45 mV and the input duration and simulation time to 8000 ms at

asampling rate of 0.1 ms:

Figure 8.20. Testing the GABAergicinterneuron: the membrane potential isdisplayed in
a separ ate window.
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V_th -45.0 |[ Default | 2 Frequency in Hz
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By clicking on "New parameter" the "Name" field for the new parameter set is activated and "GABAergic In-

terneuron” can be written. Then click on the "Save" button. The parameter
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set is written to the a subdirectory of the neuroVIISAS program directory ../data/Nest Model_Parameter Sets/
* xml. Inthis case (if no other parameter sets of the LIAF neuron has

been generated before) afileiaf_neuron_1.xml iswritten (containing the internal name of the LIAF data set as set
above: "GABAergic Interneuron”). The parameter set can be

loaded by choosing the correct neuron model of the parameter set, opening the parameter window and choosing
within the "Parameter sets' Popup window the desired parameter set.

4. Visualization of simulation results

Finally the simulation result can be visualized by integrating simulation and network visualization in2D and 3D.
The 2D visudization in the nested circle layout is accessed after having the simulation

resultsloaded and clicking on "Hierarchy panels" in the "Advanced connectivity analysis' window. Then the blue
triangle play button can be used to see the relative amount of spiking neurons as

pie charts. To visualize the accumulation of the spike activity of each population the "go to end" button should be
pressed. Moving the mouse over acircle will show the spike distribution of the

corresponding population, e.g., substantia nigra reticular part:

Figure 8.21. The visualization of simulation results in the nested circle layout. The
simulation timeisdisplayed in theupper right corner below the control buttons (100 ms).

The 3D visualization of simulation results is also accessed via the "Hierarchy panels' menu and clicking on 3D-
view. The spike activity of populationsis coded translated into lightning intensities.

Inthefollowing figure the state of simulation after 100 msis shown in combination with connections and weights.
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Figure 8.22. 3D visualization of simulation results.
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The whole simulation can be exported as a*.gif animation by clicking on the store button. The spheric view with
3 axes expansion allows a better overview:
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Figure 8.23. 3D spherical visualization of the same data set asin the last figure.
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Slow motion visualization (and animation export) and intensity of light (logarithmic lightning of small population
with low spike activity) can be controlled by "Results" -> "Configure simulation visualization".

5. Building m

icrocircuits with the multicompartment

model of NEST

Multicompartment models

can be used to build local microcircuits in the "Microcircuit constructor" windows. It

is opened by clicking on the button "Build microcircuits':
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Figure 8.24. Microcircuit constructor windows uses the multicompartment model of

NEST.
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At first a"New" microcircuit has to be defined by clicking on the button "New", e.g., yat. A right mouse click in
the main frame of the window opens a menu "New node" and select

"iaf_cond_alpha mc":

Figure 8.25.
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The a name for the neuron is required, e.g., "nodel". By checkmarking "Show names" the neuron name and

compartments of the neuron are displayed:

Figure 8.26. Theiaf_cond_alpha_mc multicompartment neuron " nodel" .

() Microcircuit constructor

' Show names Resize all nodes = F———

Choose neuron model
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After generating two further multicompartment neurons they are connected by performing a right mouse on the
nodel some and select "New edge" and move the edge to

any part of the dendrite of node2, e.g., "soma_exc" (excitatory somatic synapse). Then thisis repeated with node2

to "soma_exc" of node3 and with node to "soma_exc"

of nodel:
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Figure 8.27. Connecting the 3 multicompartment nodes.
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A double click on a connection generates a polygon node that can be shifted to build rectangular connection to
obtain a better overview. By holding down the mouse

key within the circuit it can be shifted:

247



Simulations

Figure 8.28. Arranging connection between nodes. A click on thedark grey button beside
the pop up box " Choose neuron model" allowsthe accessto changethe parametersof the
iaf_con_slpha_mc model.
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V_th 55.0 || Default || New parameter... | ® DC-Input
V _reset |-60.0 || Default |Name ) AC-Input
t_ref |2.0 || Default | ) Spike-Input
g_conn[SOMA] |2.5 ||_Default |comment 800 Amplitude in pA r
g_conn[PROX] |L.0 ||_Default | Amplitude offset in pA
g_L[SOMA] [10.0 || Default Frequency in Hz

|
C_m[SOMA] 150.0 ||_Default | Synaptic strength in mv
E_ex[SOMA] 0.0 || Default | 10 Input duration in ms |
E_in[SOMA] -85.0 || Default | 10 | simulation time in ms
E_L[SOMA] |-70.0 || Default | 0.1 Sampling rate in ms
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tau_synI[SOMA] [2.0 || pefault |
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The change of parameters is specific for each node and will be stored by clicking on "Save". Adding an pois-
son-generator to anode is done first by selecting the poisson-generator

from the Popup menu and second by opening the menu and "New node" by aright mouse click on the circuit view.
The poisson-generator has to be connected by the same

procedure like the nodes to, e.g., an excitatory synapse of the soma of nodel. Poisson-generator specific settings
are performed after opening "The stimulus device" by clicking
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on the grey button beside. A rate of 20 is chosen.

Figure 8.29. Connecting and setting up a poisson_gener ator .
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origin |0.CI || Default |Name

start [o.0 || Default |

stop [floatCinf) || Default |comment

The spike detector is generated by aright click on the somaand then choosing "Add spike detector”. It isindicated
by asmall monitor icon. After finishing all microcircuit definitions

the layout should be save ("Save" button). Then click on " Create Python script” to let the PyNEST script be build.
In the following a more complex example of the direct basalganglia

circuit is shown:

249



Simulations

Figure 8.30. Thedirect basalganglia pathway using multicompartment neurons.
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Figure 8.31. Above each diagram the name of the node is displayed. In this examplesthe

spikes of single neurons are shown.
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Now an input port is defined to the excitatory soma synapse of the nodel neuron (right mouse click on the
soma_exec compartment and selection of "Create input port") and output port
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of the microcircuit from the soma of node2 by aright mouse click on the some and selecting " Create output port":

Figure 8.32. Theinput port and output port of the microcir cuit.
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Microcircuits can be easily build to large interconnected circuits like the direct and indirect pathway of the basal-
ganglia:
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Figure 8.33. Direct and indirect pathway of the basalganglia.

BO O ®
¥ Show names (| Resize all nodes =li——=

Choose neuron model
iaf cond alpha mc |~ |@i

Show neuron
Choose stimulus device

[poisson aenerator [~ [
Choose synapse model
static synapse - |l
Microcircuits

BG_indir_dir

BG_indirect

scTEST

BG_direct

BG_direct PARK

yat

Hew Delete

| Save

simulation time in ms[1000
[ create python script

6. Using the topology module of NEST

To use the features of the topology module of NEST for building layers from "Advanced connectivity analysis'
select the tab "Simulation” and click on "Build layers of neurons' or click in the main

window on "Simulation" -> "Build layers of neurons'. The following window will be opened:

Figure 8.34. The " Building layers of neurons’ window isthe graphical user interface for
the NEST topology module.
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Inafirst step layersmust be build. Besidethe"Layers' listbox presson thegreen "+" button and the layer definition
interface will open:

252



Simulations

Figure 8.35. The layer definition interface.

@ ————
Layer name: Layer 3 |

Number of rows 30
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Nodes
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In this example the layer nameis"Layer 3" and the "Number of rows" of the grid layer is 30 and the "Number of
columns' isalso 30. The edges of the grids are connected or warped

(periodic boundary condition) to allow neuronslocated around the boundaries of thelayer to be properly connected.

In the next step the nodes of the "Layer 3" have to be specified. The nodes can be neuron models and/or spike
detectors and spike generators and are defined after clicking on the "Add" button:
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Figure 8.36. After clicking on "Add" in the upper window the node definition window
"<2>" isopened.

Layer name: |Layer 3
Number of rows 30
Number of cnlumns,?aD—
Wrap edges
Nodes
Name | Number Add

L23pyr 3
Py |

| Accept || Discard |

Q@ < @e @
Name ,Ldpyri

Number |3—

Choose node model

|iaf neuron |v|

| Accept || Cancel |
[ O change parameter for iaf_neuron - @ @ @
Parameter sets|Defau|t |V|| Save || Delete || Test parameters |

v_m -70.0 || Default || New parameter... | @ DC-Input

EL |-70.0 || Default |name ) AC-Input

c.m [250.0 || Default | ) spike-Input

tau_m L0.0 ||_Default |comment 800 Amplitude in pA

t_ref 2.0 || Default | Amplitude offset in pA
V_th [-52.0 || Default

Frequency in Hz

|

V_reset |-70.0 || Default | Synaptic strength in mv
|
|

tau_syn 2.0 ||_Default 10 Input duration in ms
e 0.0 ||_Default 10 | simulation time in ms

0.1 Sampling rate in ms

In the node definition window in the "Name" field "L4pyr" (Layer 4 pyramidal cell) has been set. 3 L4pyr LIAF
neurons are generated with an adjusted V_th of -52 mV (by clicking on the

dark grey button beside the "Choose hode model” listbox. These steps have been repeated to generate 2 further
layers (L23pyr, L56pyr):
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Figure 8.37. The defintiion of threelayerswithin " Layer 3".

B ) Build layers of neurons

[1Show names [ |Resize all nodes @: Layers
Layer 5
BO =—— e ® R
Layer name: W
Number of rows 30 E‘
Number of culumns,?:t‘li
Wrap edges -
Nodes Layer projects
MName Mumber Add ::(::sr;ex
e ;
LSEpyr 3 Delete
Accept || Discard Simulation time in ms’ﬁ
| Create Python script ‘

These layers should be connected with a"Layer 5". "Layer 5" is defined as follows:

Figure8.38. Thegrid of " Layer 5" consistsof 20 rows and 20 columns.

B © Build layers of neurons @ & ()
[]show names []Resize all nodes = }——— Layers
Layer 5
O = — @O @ L1
Layer name: Layer 5 | Layer 3
Mumber of rows |20 E
Number of columns ,20—
Wrap edges
Nodes Layer projects
Mame | Mumber Add test
Projection Pyr 3 Cortex
=
ACEaRL e jmallizcar Simulation time in mslﬁ
| Create Python script |

3 LIAF neurons per grid node (20 rows and 20 columns) are assigned to "Layer 5". Now a new "layer project” is
opened by clicking on the green "+" button beside the "Layers projects" listbox. The name " Cortex" has been used.
Then the nodes have to be added to the "Cortex" project by clicking in the empty main window of "Build layers
of neurons' -> "New node" and adding "Layer 3 motoric", "Layer 5 motoric", "Layer 3 sensoric" and "Layer 5
sensoric”. To define the connection pattern from "Layer 3 motoric" to "Layer 5 motoric" aright mouse click on
the "Layer 3 motoric" layers opens a menu where "New Edge" has to be selected. Then the following connection
setting appears.
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Figure 8.39. The connection settings between layers.

B3 ) New connection () (= (73]
Source: Layer 3 motoric (30x30) Target: Layer 5 motoric (20x20)
Name: |intrinsic motoric | |static synapse |v|
Comment: ) Convergent []Allow autapses
(@) Divergent [ ]Allow multapses

[ ] Use fix number of outgoing edges
i@ Circle ) Doughnut ) Rectangle

Radius |2 x-Offset: |1
y-Offset: [0

Use kernel for connection probability Constant value
Use kernel function
i) Linear ) Exponential ® Gaussian ' Uniform distribution
p_center|0.5 |c|0.0 |sigma|0.3 | mean|0.0 |
[JUse cutoff

Use weight function

i) Linear ) Exponential ) Gaussian ® Uniform distribution

min|0 |max|1 |

O

Use delay function

i Linear ) Exponential ) Gaussian @ Uniform distribution

min[0.0  |max[0.2 |

O

i) Connect all type of nodes ® Connect only selected types of nodes

Source: [L23pyr |« | Target: Projection Pyr | ]|

| Accept || Discard |

Autapses are connections from one neuron to itself and multapses multiple connections between same neurons (in
graphtheory these are called multi edges that build multigraphs or pseudographs). A divergent connections visits
each node in the source layer and connect them nodes in the target layer in the region where the mask (Circle,
Doughnut, Rectangle) is located. A convergent connection visits each node in the target layer and connect them
to nodesin the source layer in the region where the mask (Circle, Doughnut, Rectangle) islocated (page 14 chapt.
3). The radius of the circular mask is set to 2: 2 nodes around a central node which fitsinto a circular mask. An
offset (shift) of the mask of 1 node has been set. The kernel connection probability is checkmarked to access the
"Use kernel function” where a Gaussian function with a probability center ("p_center”) of 0.5 and a ; of 0.3 has
been selected. If kernel function is not used: each node of the source and target layer is connected within the
mask (pool layer). Connection are weighted by applying aweight function, e.g. Linear, Exponential, Gaussian or
Uniform distributed weights of the connections. The delay function realizes a distribution of delays (e.g., synaptic
delays), of the connections. A maximum delay of 0.2 ms was set. The radio button "Connect only selected types
of neurons” is used to connect different groups/sources with different subsets (composite layers) of targets (3.8).
After pressing the "Accept” button the topology network is build. Then it can be stored and the PyNEST script is
generated by pressing the "Create Python script” button:
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Figure 8.40. Layer definitionsand connections should be stored by pressing the" Saving"
button.

CLrTr—
;;;;;
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Chapter 9. Directory structure and
files

The program files of neuroVIISAS are copied to the neuoVIISAS program directory that should not con-
tain project data (e.g., ../neuroVIISAS data/rat_brain_project/atlas, ../neuroVIISAS data/rat_brain_project/his-
tology, ../neuroVIISAS datafmouse brain_project/atlas etc.). In the program directory the following important
program files and subdirectories are found.

1. neuroVIISASjar isthe program file that should be started with a batch (run.bat) file on a Windows OS or a
shell-script (run.sh) on Linux OS.

Therun.sh on aLINUX OS should have the following content:

export LIBXCB_ALLOW SLOPPY_LOCK=1
export LD LI BRARY_PATH=$PWY vt k/ | i nux_x86_64: $LD LI BRARY_PATH
java -spl ash: |1 mages/ | ogo_spl ash. png -j ar - Xnmx2048m - Xss64M neur oVI | SAS. j ar

In particular the -Xmx parameter (heap size) is set in this case to 2048 megabyte because a large amount of
connections, contours and volume data should be processed. -Xss should be rather small e.g. 16M, 32M. This
stack size parameter is only used for reserving memory for stack operations.

2. configureini isaxml filethat storesthelatest configuration settings of neuroV1I1SAS.jar. Thesethe last opened
project file paths, the path to the modality tree, the last selected path to an exported hierarchy, the paths to the
image files of the projects, latest color, font and layout information of neuroV1ISAS. If aproject is changed or
anew project is defined the configure.ini is updated if neuroV1ISAS isfinished by aexplicit closing ("File" ->
"Close" or Click on the"Window close" symboal). If aproject works on another computer with another directory
structure than on a computer where this project should be loaded, the paths to images must be adapted.

3. ..Jvtk/ directory contains different version of compiled vtk libraries that are necessary for 3D-visualization
and rendering. If these files do not exist or does not work on a computer, neuroVIISAS will start with an
error message displayed in the shell. Thereafter, neuroVI1SAS will run normally without the capability of 3D-
visualization.

4. ../Languages/ directory contains an English language xml file, e.g., English111213.xml.

5. ./jard directory contains the vtk_*.jar, NeuroVIISASHelp.jar, jh.jar, jai_codex.jar, idw-gpl.jar, hsviewer jar,
fugue-icons-2.0.jar, flanagan.jar files.

6. ../Imaged directory containsbasic imagefilesthat are needed by neuroVI1SAS and adefault atlas subdirectory.

7. ../documentgd directory contains the bibtex file (e.g., references.bib) that is needed for assigning referencesto
regions and connections.

8. ../data/ directory contains a ../Nest_ Model_Parameter_Sets/ directory where all parameters sets are stored
and ../NEST_Wiring_Definitions directory where multicompartment circuit model parameters are stored.

9. Further structured text files are located here.
The cortex_definition.txt contains cortex terms:

Rat{

CTX1;Layer 1 Molecular layer;Laminamolecularis

CTX1A;Layer 1A

CTX1B;Layer 1B

CTX2;Layer 2 External granular layer;Lamina granularis externa
CTX2A;Layer 2A

CTX2B;Layer 2B

CTX3;Layer 3 External pyramidal layer;Lamina pyramidalis externa
CTX3A alpha;Layer 3A alpha
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CTX3A beta;Layer 3A beta

CTX3B;Layer 3B

CTX3C;Layer 3C

CTX3D;Layer 3D

CTX4;Layer 4 Internal granular layer;Lamina granularis interna
CTXA4A alpha;Layer 4A alpha

CTXA4A beta;Layer 4A beta

CTX4B;Layer 4B

CTXA4C apha;Layer 4C alpha;Layer 4Ca

CTXA4C beta;Layer 4C beta;Layer 4Cb

CTX5;Layer 5 Internal pyramidal layer;Lamina pyramidalis interna
CTX5A;Layer 5A

CTX5B;Layer 5B

CTX6;Layer 6 Multiform layer;Lamina multiformis
CTX6A;Layer 6A

CTX6B;Layer 6B Layer 7;Subgriseal cells

CTX6C;Layer 6C

CTXpl;Cortical plate

CTXsp;Cortical subplate

}

The hierarchyVariantType.txt file can also be edited:

#Typen der Hierarchievarianten fuer PEPBrain
#

#eerzeilen sind erlaubt

#K ommentarzeilen beginnen mit #

#eine Zelleist ein Typenname

#

strukturell
funktionell
konnektional

The rezeptoren.txt file contains:

#Rezeptoren und zugehoerige Modulatoren fuer PEPBrain
#
#Struktur:

#

#Modulatorname

#

##Dies sind die Rezeptoren zum Modulator oben
#Rezeptornamel

#Rezeptorname2

#

#

#Rezeptorname
#

Acetylcholin

{
alphal
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alpha2 nAChR
alpha3 nAChR
alpha4 nAChR

{

alphad4-1 nAChR
alphad4-2 nAChR
}

alphab

alpha7

alphad

alpha9

alphal0

beta?2 nAChR
M1

M2

M3

M4

M5

}

Adenosin
{

Al

A2A
A2B

A3

}

Adenosintriphosphat

{
Al

A2A
A2B
A3

}

Adrenalin
{
alphala
aphalb
aphald
alpha2a
apha2b
alpha2c
alphad-2
betal
beta2
beta3

}

Adrenocorticotropes Hormon

{

alphala
aphalb
aphald
alpha2a
apha2b
alpha2c
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}

alpha-Endorphin
alpha-Melanozyten stimulierendes Hormon

Androgen

{
AR-A NR3C4

AR-B NR3C4
}

Angiotensin |1

Aspartat
{
NMDA

}

beta-Endorphin
{

mu

}
beta-Lipotropin
beta-M elanozyten stimulierendes Hormon

Cholecystokinin
{

CCK1

CCK2

}
Dimethyltryptamin

Dopamin
{

D1

D2

D3

D4

D5

}

Dynorphin
{

kappa

}

Estrogen

{
ERalphaNR3A1

ERbetaNR3A2
}

GABA
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GABAa
GABAD

Galanin

GAL1
GAL2
GAL3

}

gamma-Endorphin
gamma-M elanozyten stimulierendes Hormon

Glutamat
{

NMDA
mGlul
mGlu2
mGlu3
mGlu4
mGlu6
mGlu7
mGlu8

}

Glycin
{
alphal
alpha2
alpha3
}

Histamin
{

H1

H2

H3

H4

}

K ohlenstoff monoxid

Leu-Enkepahlin

{
delta

}

Lutein Freisetzungs Hormon

Met-Enkephalin

{
delta

}

Neuromedin K

{
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GPR66
}

Neuropeptide Y
{

Y1

Y2

Y4

Y5

y6

}

Neurotensin
{

NTS1
NTS2

}

Noradrenalin
{
alphala
aphalb
aphald
alpha2a
apha2b
alpha2c
alphad-1
alphad-2
betal
beta2
beta3

}

Oxytocin
{
oT

}

Peptide YY

{
NPY 2R

}

Serotonin
{

5-HT3
5-HT1A
5-HT1B
5-HT1D
5HT1E
5HT1F
5HT2A
5HT2B
5HT2C
5HT4
5-ht5a
5-ht5B
5HT6
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5-HT7
}

Somatostatin
{

sstl

sst2

sst3

sst4

sstb

}

Stickoxid

Substanz P
{

NK-1

}

Taurine

Thyreotropin-Releasing Hormon
{

TRH1

TRH2

}

Vasoactive intestinal polypeptide
{

VPAC1

VPAC2

}

Vasopressin
{

Via

V1ib

V2

}

The transmitter .txt file contains;

#Transmitternamen fuer PEPBrain
#

#l eerzeilen sind erlaubt

#K ommentarzeilen beginnen mit #
#

Acetylcholin

Adenosin

Adenosintriphosphat

Adrenalin

Adrenocorticotropes Hormon
alpha-Endorphin

alpha-Melanozyten stimulierendes Hormon
Angiotensin |1
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Aspartat

beta-Endorphin

beta-Lipotropin

beta-M elanozyten stimulierendes Hormon
Cholecystokinin
Dimethyltryptamin

Dopamin

Dynorphin

Enkephalin

GABA

Galanin

gamma-Endorphin

gamma-M elanozyten stimulierendes Hormon
Glutamat

Histamin

Kohlenstoffmonoxid
Leu-Enkepahlin

Lutein Freisetzungs Hormon
Met-Enkephalin

Neuromedin K

Neuropeptide Y

Neurotensin

Noradrenalin

Oxytocin

Peptide YY

Serotonin

Somatostatin

Stickoxid

Substanz P

Taurin

Thyreotropin-Releasing Hormon
Vasoactive intestinal polypeptide
Vasopressin

The zdlltypen.txt file contains some types of cells:

#Zéelltypnamen fuer PEPBrain

#

#eerzeilen sind erlaubt

#K ommentarzeilen beginnen mit #
#

360 nm-cone

510 nm-cone

basket neuron

beaded neuron

candelabrum cell

cerebellar granule cell

cerebellar molecular layer interneuron
common spiny neuron

curly bipolar neuron

descending neuron, sympathetic system
descending neuron, sympathetic/parasympathetic system
fusiform neuron

Golgi neuron, big

Golgi neuron, small
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heterodendritic neuron

horizontal cell

interplexiform cell

large ganglion cell

Lugaro neuron

medium spiny striatal neuron

monopolar neuron

motor neuroendocrine magnocellular oxytocin neuron
motor neuroendocrine magnocellular vasopressin neuron
motor neuroendocrine parvicellular CRH neuron
motor neuroendocrine parvicellular DA neuron
motor neuroendocrine parvicellular GRH neuron
motor neuroendocrine parvicellular SOM neuron
motor neuroendocrine parvicellular TRH neuron
motor neuron, extraocular muscles

narrow-field bistratified amacrine cell
neurogliaform

projecting star neuron

Purkinje neuron

radial multipolar neuron

retinal ganglion cell A1

retinal ganglion cell A2 inner

retinal ganglion cell A2 outer

retinal ganglion cell B1

retinal ganglion cell B2

retinal ganglion cell B3

retinal ganglion cell C others

retinal ganglion cell C1

retinal ganglion cell C2 inner

retinal ganglion cell C2 outer

rod bipolar cell

simple bipolar neuron

small pyramidal neuron

spiny bipolar neuron

spiny neurogliaform neuron

spiny neuron SCN

spiny neuron with chandelier-like axon

spiny projection neuron

stellate neuron

stratified diffuse amacrine cell

superficial spiny neuron

triangular neuron

type (a) narrow-field unistratified amacrine cell
type (a) wide-field unistratified amacrine cell
type (b) narrow-field unistratified amacrine cell
type (b) wide-field unistratified amacrine cell
type (c) wide-field unistratified amacrine cell
type 1 cone bipolar cell

type 2 cone bipolar cell

type 3 cone bipolar cell

type 4 cone bipolar cell

type 5 cone bipolar cell

type 6 cone bipolar cell

type 7 cone bipolar cell

type 8 cone bipolar cell

type 9 cone bipolar cell

unipolar brush neuron

wide field diffuse amacrine cell
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wide-field bistratified amacrine cell

10.
11.

12.
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